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Introduction 

In recent years, Multi-Label Classification (MLC) becomes an 

important task in the field of Supervised Learning. The MLC tasks are 

omnipresent in real-world problems, in which an instance could 

belong simultaneously to different classes. In this paper, an MLC 

model experimental study on user reviews on Vietnamese hotels is 

showed. We enriched the data features by using a hidden topic method 

for short documents of user reviews.  We also used mutual 

information for feature selection. Experiments on user reviews on 

about one thousand Vietnamese hotels are showed. 

Figure 1 describes a proposed model for Multi-Label Classification 

based on using the Hidden Topic Probability Model, which had been 

determined by the hidden topic model on the web pages crawled from 

Vietnamese web sites on tourism and hotels. Sample dataset to train 

and to evaluate the multi-label classifier is crawled from one website 

consisted hotel reviews in Vietnamese. 

The features determined by the preprocessing step will be adding 

abstract features by using the hidden topic probability model. After 

that, a feature selection method based on MI is applied to improve the 

features for the classifier. 

In the last step, a multi-label classifier is build based on a binary 

transformation method. The classifier will be applied for new reviews. 
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This paper shows an experimental study on the MLC models on 

Vietnamese reviews. There are some solutions to improve the features 

for MLC. Firstly, the feature set has been enriched by adding the 

hidden topic features. Secondly, The combination feature set has been 

improved by using a feature selection method based on mutual 

information. Some experiments have been implemented and gave an 

1% improvement to the performance of the MLC. The "universal 

dataset" in domain of user reviews on Vietnamese hotels with small 

size may be not enough for a effective hidden topic probability model. 

The work should be upgraded by some skilful solutions. Firstly, the 

universal dataset for hidden topic model should be extended. 

Secondly, the method to select features for MLC should be modified. 

Lastly, advanced solutions for building multi-label classifiers should 

be considered. 

 

The process of experiment is described as follows. 

• Processing data: Preprocessing data, creating learning data for the 

classification model, creating data for the LDA model and 

converting data into vectors, 

• Creating function to select features: Using method of MI to select 

feature set, 

• Building classification function: Using method of transformation 

binary classifier, 

 

Evaluating reputation of 1000 hotels using the most optimal model. In 

order to evaluate the effect of the solution using the hidden topic 

model and feature selection, three experiments had been done: 

• Experiment 1 (denoted by the TF.IDF case): Classifying with 

TF.IDF features only (the baseline case);  

• Experiment 2: Classifying with the combination of TF.IDF 

features and the hidden topic features. We considered three cases 

of LDA with 15 hidden topics (denoted by TF.IDF + LDA_15 

topics case), LDA with 20 hidden topics (denoted by TF.IDF + 

LDA_20 topics case), and LDA with 25 hidden topics (denoted by 

TF.IDF + LDA_25 topics case); 

• Experiment 3 (denoted by the TF.IDF + LDA_20 topics+Feature 

Selection case): Classifying with the combination of TF.IDF 

features and the hidden topic features (TF.IDF + LDA_20 topics 

case) and using feature selection based on MI. 

 

A 5-fold cross-validation based on the Precision, the Recall and the F1 

has been applied. The Precision indicates the percentage of system 

positives that are true instances, the Recall indicates the percentage of 

true instances that the system has retrieved, and the F1 is a 

combination of the two measures as follows: 

 

𝑭𝟏 =
𝟐 × 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 × 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝑹𝒆𝒄𝒂𝒍𝒍
 

 

The results of the experiments are described in the Table 2. The 

experiments show that solutions to enrich features based on hidden 

topic probability model and to select features based on MI give an 1% 

improvement to the performance of the MLC. 

 

Table 2. The results of the experiments 

 

 

Figure 1. A Hidden Topic Model for Multi-Label Review 

Classification 

 

Average of 5-folds valuation Precision Recall F1 

TF.IDF 0.6764 0.7025 0.6804 

TF.IDF + LDA_15 topics 0.6798 0.7056 0.6842 

TF.IDF + LDA_20 topics 0.6827 0.7125 0.6883 

TF.IDF + LDA_25 topics 0.6793 0.7075 0.6844 

TF.IDF + LDA_20 topics+Feature Selection 0.6835 0.7108 0.6890 

 


