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Introduction 

Develop adaptive learning algorithms for 
Evolving Data Streams is one of the major 
challenges that we face today. In this research, 
we propose improved methods aim at answering 
three main research questions includes: 
 (1) What to remember or forget?;  
 (2) When to do the model upgrade?; 
 (3) How to do the model upgrade?  
These proposed methods are based on Meta 
Heuristic, Statistic and Nonparametric Learning. 
 

Objectives 

1. Propose a new sampling method for the first 
research question. 
2. Propose a new change detection method for 
the second research question and  a new 
adaptive learning algorithm for the third 
research question. Experimental evaluation the 
proposed methods with existing methods. 
3. Built a framework for Evolving Data Streams  
Learning. 
 

Methods 

This research is based on Backgrounds:  
1. Meta heuristic methods[5][3]: 

-  Genetic Programming – GP, 
-  Multi-Object Optimal. 

2. Statistic Learning [1][2][4]: 
-  Bootstrap sampling,  
-  Online Random Forests. 

2. Non-parametric Bayesian Methods [6]:  
For  handing the big &complex data streams 

Results 
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Conclusion 

In this research:  
-  The major  research challenges and 

Objectives are listed 
-  Backgrounds for investigating the new 

methods are outlined. 
-  Some  preliminary results are shown in 

Results section.  However, these results 
focus on Meta Heuristics and Statistics 
Learning. 

 We will focus on three main research questions 
in the further works. 
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⇒  Provide a suite of 140 instances of symbolic 

regression benchmarks with various types of 
noise, levels of noise grouped into clusters 
by increasing difficult levels (OV). 
 
 
 

 
 
2.  Propose a new fitness representation in GP 

(Stochastic Fitness):  
 
 


