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ABSTRACT

This paper deals with synchronization problem in IEEE 802.11a

wireless system. In addition to traditional training sequences, the

SIGNAL field of the physical frame can be considered as a new

source of information. Indeed the receiver is able to predict the

SIGNAL unknown parts relying on the knowledge provided by

the CSMA/CA protocol during the negotiation of the transmis-

sion medium reservation. The exchanged RtS control frame used

jointly with the bit-rate adaptation algorithm to the channel helps

the receiver not only to predict the SIGNAL field but also to get in-

formation on the channel state. Based on this knowledge, joint MAP

channel, time and frequency synchronization algorithm is carried

out. Moreover to estimate the residual time offset, a timing metric

in frequency domain is performed by minimizing the average of

transmission errors in the presence of all channel estimation errors.

The performance in terms of probability of synchronization failure

is shown to be improved compared to existing algorithms.

Index Terms— IEEE 802.11a, time synchronization, frequency

synchronization, CSMA/CA, RtS

1. INTRODUCTION

Relying on Orthogonal Frequency Division Multiplexing (OFDM)

technique, IEEE 802.11a standard supports a high-speed data trans-

mission [1]. However the main disadvantage of this technique is its

sensitivity to the Inter-Symbol Interference (ISI) and Inter-Carrier

Interference (ICI) in case of time or frequency synchronization er-

rors [2]. An accurate time and frequency synchronization is needed

at the receiver. It can be performed either on redundant information

(Non-Data-Aided (NDA) techniques) or training sequences (Data-

Aided (DA) techniques) included in the transmitted physical packet.

NDA approaches usually employ a Cyclic Prefix (CP) which is

a copy of the OFDM symbol data part. The correlation property be-

tween the CP and its copy in OFDM symbol is then exploited for

time synchronization ([3], [4], [5], [p.163, [6]], frequency synchro-

nization ([7], [p.170, [6]]) or both time and frequency synchroniza-

tion ([8], [9], [10], [11]). For time and frequency synchronization, a

Maximum Likelihood (ML) function is commonly used.

DA algorithms exploit training sequences either designed by au-

thors (see e.g. [12], [13]) or specified by some standards (see e.g

[14], [15]). In [16], a joint Carrier Frequency Offset (CFO) and
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channel estimation using Maximum-A-Posteriori (MAP) criterion is

developed. In [17], a Fine Time Synchronization (FTS) is performed

jointly with channel estimation based on the relationship between

time offset and channel estimation process.

Given advantages of NDA and DA approaches, this paper com-

bines these two approaches. This strategy has already been devel-

oped in [18], [19], [20] for time synchronization and in [21] for

time and frequency synchronization adapted to IEEE 802.11a wire-

less system. To improve the performance of the developed algorithm

in [21], we propose a multistage time and frequency synchronization

algorithm in presence of imperfect channel state information.

The results provided in [17], [18], [19], show that the channel

estimation strategy strongly impacts the timing recovery accuracy.

Therefore rather than trying to find the best channel estimator, we

derive a timing metric minimizing the average of the transmission

error probability over channel estimation errors. This paper is orga-

nized as follows. Next section introduces the IEEE 802.11a wireless

communication system. Section 3 concerns the proposed time and

frequency synchronization algorithm. Section 4 discusses simula-

tion results. Section 5 concludes the work.

2. IEEE 802.11A COMMUNICATION SYSTEM

IEEE 802.11a physical packet is composed of three main fields: the

PREAMBLE training field, the SIGNAL field and the DATA field.

The PREAMBLE field helps the receiver to synchronize with re-

spect to the transmitter. This field is composed of: (i) ten iden-

tical and known Short Training Field (STF) usually used for Au-

tomatic Gain Control (AGC), diversity selection, signal detect and

Cross Frequency Synchronization (CFS); and (ii) two identical and

known Long Training Fields (LTF) reserved for channel estimation

and Fine Frequency Synchronization (FFS). The SIGNAL field pro-

vides information about the transmission rate and DATA field length.

The physical packet modulation is followed by [1].

At the receiver, the discrete baseband signal r∆(n) reads

r∆(n) =

L−1∑

i=0

h(i)x(n− i− θ)ej
2πε(n−θ)

N + g(n), (1)

where h(i) is the slowly time-varying discrete complex CIR with∑L−1
i=0 E{|h(i)|2} = 1 (E is the expectation operator); L the num-

ber of channel taps; N the number of FFT points; x(n) is the trans-

mitted sample; g(n) the complex AWGN with variance σ2
g ; ε =

∆FcT the normalized CFO with ∆Fc being the carrier frequency
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offset between the transmitter and the receiver; T being the OFDM

symbol duration; and θ the symbol timing. Estimating the parame-

ters θ and ε is the goal of this paper.

3. PROPOSED DA-NDA MULTISTAGE

SYNCHRONIZATION ALGORITHM

This section explains how the redundant information that will be ex-

ploited by the proposed multistage frame synchronization algorithm

summarized in Fig. 1 can be extracted.

3.1. Redundant information at physical layer

The SIGNAL field of the IEEE 802.11a physical frame, composed

of two subfields ”RATE” and ”LENGTH”, is considered as redun-

dant information since these subfields can be known if the receiver

exploits the knowledge provided by the CSMA/CA (Carrier Sense

Multiple Access with Collision Avoidance) protocol when it is trig-

gered. Before sending any information, the transmitter initiates the

communication by sending a RtS (Request to Send) control frame to

ask the receiver if it is available [22]. If it is the case, the receiver

performs a rate adaptation algorithm by measuring the Signal-to-

Noise Ratio (SNR) level of the received RtS frame to estimate the

channel conditions [24]. Then it replies with a Clear to Send (CtS)

control frame in order to: (i) inform other stations (in the same net-

work) of its unavailability to receive information during a specified

duration; and (ii) suggest to the transmitter a transmission rate that

it should use to transmit its physical data packet. Therefore the re-

ceiver has a knowledge of the transmission rate corresponding to

the ”RATE” subfield value of the SIGNAL field. Subsequently, the

unknown ”LENGTH” subfield is deduced from the following rela-

tionship [1]:

LENGTH = RATE ×
Tpacket − Tpre − TSIGNAL − (Tsymb/2)− 22

8
,

(2)

since the ”RATE” and the durations (given in micro-seconds) of

PREAMBLE (Tpre), SIGNAL field (TSIGNAL) and OFDM symbol

(Tsymb) are known values provided in [1]. However the unknown

duration Tpacket required to transmit the DATA physical packet is un-

known. We deduce this value from the DURATION field value ex-

tracted from the RtS control frame as follows [25]:

Tpacket = DURATION− 3TSIFS − TCtS − TACK, (3)

where TSIFS is the known duration of a Short Inter-Frame Space, TCtS

and TACK are respectively the known required durations to transmit

CtS and Acknowledgement (ACK) frames. The ”Parity” field is then

deduced from the ”RATE”, ”LENGTH” and ”R” (Reserved) known

values and is followed by six zero tail bits to complete the SIGNAL

field. This field is now fully recognized by the receiver and is ex-

ploited for frame synchronization problem.

3.2. First stage: DA-NDA coarse time synchronization

The first stage recovers coarsely the symbol timing θ of the received

signal. For this purpose two steps combining DA and NDA strategies

are performed as described below.

3.2.1. Coarse symbol timing recovery

If the transmitted signal is heavily distorted by the wireless channel,

the symbol timing based on the Cross-Correlation Function (CCF)

performed between the received signal r∆(n) and the known STF

c(n) will be affected. To enhance the accuracy of this estimation,

the received signal r∆(n) in CCF is replaced by its estimation x̂(n)
which would be close to the true transmitted signal x(n). To do

so, the channel is estimated during the negotiation of transmission

medium reservation managed by the CSMA/CA mechanism. Note

that RtS and CtS control frames are sent with a power level higher

than the nominal transmission power level at which the DATA frame

is sent to permit all stations of the same network to hear these con-

trol frames [23]. Therefore during the negotiation (i.e. RtS/CtS), the

transmitter and receiver are assumed to be correctly synchronized to

prepare the transmission of the physical DATA packet. Moreover the

channel is assumed to be static between the transmission duration of

RtS and DATA frames since the interval time between the transmit-

ted physical packet and RtS control frame is small (in the worst case

TRtS +TCtS +2TSIFS = 124 µs with lowest rate of 6 Mb/s), meaning

that Doppler frequency can be considered as a negligible value.

Note that both control (RtS, CtS) and DATA frames use the same

PREAMBLE field. As mentioned in the standard for the physical

packet, we base the channel estimation on LTF of the RtS PREAM-

BLE. A MAP-based channel estimation is then considered:

ĥ = (QH
Q+ σ2

gR
−1

h
)−1(QH

rRtS + σ2
gR

−1

h
µh), (4)

where rRtS is the received RtS frame signal corresponding to the

LTF sequence; Q contains the LTF training samples; σ2
g is the noise

variance; Rh is the covariance matrix of the true channel; and µh

is the mean vector of the true channel. Instead of using a Power

Delay Profile (PDP) to calculate Rh = E{hhH}, we replace the

true channel h by its LS estimation h̃ given by the IFFT of H̃ =
X−1RRtS with X being the diagonal matrix whose elements are the

known LTF symbols and RRtS being the received symbol vector.

Let Ĥ(k) (with 0 ≤ k ≤ N − 1) be the channel estimate and

R∆(k) be the received symbols corresponding to the DATA frame

signal in frequency domain, then the transmitted symbol estimate,

X̂(k), according to a Zero-Forcing (ZF) equalizer, is provided by

X̂(k) = R∆(k)

Ĥ(k)
. Therefore the symbol timing is determined as fol-

lows with LSTF the length of the known STF sequence c(n):

θ̂ = argmax
θ

∣∣∣∣∣

LSTF−1∑

n=0

c∗(n)x̂(n+ θ)

∣∣∣∣∣ . (5)

3.2.2. SIGNAL field improving coarse time symbol recovery

To estimate the remaining time offset (i.e. ∆θs = θ̂ − θ) as in [18]

and [19], the receiver exploits the 802.11a SIGNAL field as an ad-

ditional training sequence since all parts of this field are completely

known. A CCF is performed between the received signal rs(n) =∑L−1
i=0 h(i)x(n− i−∆θs)e

j2πε(n−∆θs)/N + g(n) and the known

SIGNAL field cs(n) of length LSIG (i.e. CP length added to SIGNAL

length). The remaining time offset corresponds to the index among

the set of possible values Θ = {∆θ
(k)
s |k = −K, . . . ,K;K ∈ N}

which maximizes the CCF absolute value as follows:

∆θ̂s = arg max
∆θ

(k)
s ∈Θ

∣∣∣∣∣

LSIG−1∑

n=0

c∗s(n)rs(n+∆θ(k)s )

∣∣∣∣∣ . (6)

After this step, the received signal with a possible remaining time

offset ∆θ = ∆θ̂s −∆θs becomes

rf (n) =

L−1∑

i=0

h(i)x(n− i−∆θ)ej
2πε(n−∆θ)

N + g(n). (7)
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3.3. Second stage: Joint MAP frequency and time offsets esti-

mation

This stage estimates the possible remaining time offset ∆θ and nor-

malized frequency offset ε in equation (7) according to a joint MAP

frequency and time offsets estimation. To do so, we not only adapt

the frequency synchronization algorithm developed in [16] to the

IEEE 802.11a specifications but also make changes to the algorithm

since the authors assumed that time offset was perfectly compen-

sated. Knowledge of the SIGNAL field is also taken into account at

this stage as described above.

The received signal r corresponding to the two LTF repetitions

and SIGNAL field is expressed in matrix form as follows:

r = Φ∆θ,εS∆θh+ g, (8)

where r = [rf (n), ..., rf (n + 2N + NG + NS − 1)]T ;S∆θ =
[S0,∆θ, . . . ,SL−1,∆θ];Sl,∆θ = [x(n− l −∆θ), . . . , x(n+ 2N +
NG +NS − 1− l−∆θ)]T ;h = [h(0), h(1), . . . , h(L− 1)]T ;g =
[g(n − ∆θ), . . . , g(n − ∆θ + 2N + NS + NG − 1)]T ; and

Φ∆θ,ε = diag
{
ej

2πε(n−∆θ)
N , . . . , ej

2πε(n−∆θ+2N+NS+NG−1)
N

}

with x(n) the known LTF and SIGNAL samples in time domain; N
the number of samples of one LTF repetition; NS the SIGNAL field

length and NG the GI length. h and g are the CIR and noise vectors.

The unknown parameters ∆θ, ε and h are jointly estimated accord-

ing to the MAP criterion as follows:

{ĥ,∆θ̂, ε̂} = arg max
h,∆θ,ε

lnP (h,∆θ, ε|r), (9)

where P is a posteriori probability density function of h, ∆θ and ε
given r. Note that ε is also assumed to be uniformly distributed in

the range [−ε0, ε0].
To solve this equation, a set Λ containing 2M +1 possible time

offset values Λ = {−∆θM , . . . ,∆θM} is defined. For a given

value ∆θm ∈ Λ, the MAP-based estimates of the CFO and channel

coefficients are performed according to this expression

{ĥ∆θm , ε̂∆θm} = argmin
h,ε

f
(m)
MAP(h, ε), (10)

where r∆θm is the received signal with the offset value ∆θm and

f
(m)
MAP(h, ε) = 1

σ2
g
||r∆θm − Φ∆θm,εS∆θmh||2 + hHR−1

h
h. Set-

ting the gradient vector of f
(m)
MAP(h, ε) with respect to hH to zero

produces the channel estimate as follows:

ĥ∆θm =
[
S
H
∆θmS∆θm + σ2

gR
−1

h

]−1

S
H
∆θmΦ

H
∆θm,εr∆θm . (11)

Replacing equation (11) into equation (10) results in the following

CFO estimate:

ε̂∆θm = argmin
ε

g
(m)
MAP(ε), (12)

where g
(m)
MAP(ε) = rH∆θmΦ∆θm,εS

+
∆θm

ΦH
∆θm,εr∆θm , with S+

∆θm
=

S∆θm

[
SH
∆θmS∆θm +R−1

h
σ2
g

]−1
SH
∆θm . Newton-Raphson itera-

tions are applied to estimate ε̂∆θm . To ensure the convergence of

algorithm, the initial starting frequency offset point ε̂∆θm,0 is taken

as the coarse value close to the true frequency offset provided by the

Auto-Correlation Function (ACF) as mentioned in references [14]

and [15]. Substituting ε̂∆θm into equation (11) gives the CIR esti-

mate as follows:

ĥ∆θm =
[
S
H
∆θmS∆θm + σ2

gR
−1

h

]−1

S
H
∆θmΦ

H
∆θm,ε̂mr∆θm .

(13)

Among the 2M +1 estimates of ĥ∆θm , we select the one that satis-

fies the following conditions:

|ĥ∆θm(0)| > βmax
∆θi

|ĥ∆θi(0)|, (14)

where β is a given threshold selected according to the noise

level and type of channel model. The set Λ now becomes Γ =

{ω0, . . . , ωM′ ; M
′

≤ 2M} and finally, the correct time offset is

estimated by

∆θ̂ = argmax
ωm′

L−1∑

n=0

|ĥωm′
(n)|2. (15)

3.4. Third stage: Remaining time offset recovery using trans-

mission error function average over channel estimation errors

Assume that frequency offset is completely compensated but a pos-

sible time offset still remains ∆θe = ∆θ̂−∆θ. The received signal

in frequency domain is expressed as follows:

Re = XH+G, (16)

where G is the noise vector of size N × 1. H is the true CIR in fre-

quency domain assumed to follow a circular Gaussian distribution

with zero mean Ψ(H). A key point in improving the performance

of the estimation is to use accuracy statistic. In this section, a con-

ditional PDF Ψ(H|Ĥ), with Ĥ = X−1Re, is taken into account in

the computation of estimate of the time offset. The remaining time

offset to be estimated is considered to the one which minimizes the

following new metric:

∆θ̂e = arg min
∆θe∈Λ

{D̃(∆θe)}, (17)

where D̃(∆θe) is the average of Transmission Error Function over

all Channel Estimation Errors (TEF average over CEE) given by:

D̃(∆θe) = E
H|Ĥ[D(H)] =

∫

H

D(H)Ψ(H|Ĥ)d(H), (18)

where D(H) = ||Re − XH||2. The form of equation (18) has

been inspired from [26]. To solve this equation, the knowledge of

Ψ(H|Ĥ) PDF is required and is given by Ψ(H|Ĥ) = Ψ(Ĥ|H)Ψ(H)

Ψ(Ĥ)
,

where Ψ(Ĥ|H) ∼ Cℵ(µ
Ĥ|H,Σ

Ĥ|H) and Ψ(Ĥ) ∼ Cℵ(µ
Ĥ
,Σ

Ĥ
).

Specifically µ
Ĥ|H = E{Ĥ|H} = E{H|H} = µH = 0; and

Σ
Ĥ|H = E{ĤĤH |H} = Σε where I is N ×N identity matrix. In

the same way, we obtain Ψ(Ĥ) ∼ Cℵ(µ
Ĥ
,Σ

Ĥ
) = Cℵ(0,RH +

Σε) where RH = E{HHH} is deduced from the MAP channel

estimate (see equation (4)) RH ≈ E{ĤMAP Ĥ
H
MAP }. Therefore,

we deduce Ψ(H|Ĥ) ∼ Cℵ(µ
H|Ĥ,Σ

H|Ĥ) with µ
H|Ĥ = Σ∆Ĥ and

Σ
H|Ĥ = Σ∆Σε where Σ∆ = RH(RH +Σε)

−1. For simplicity,

equation (18) is reduced to the following calculation:

D̃(∆θe) = EW[D(W)] =

∫

W

D(W)Ψ(W)d(W), (19)

where W ∼ Ψ(W) = Cℵ(µ
H|Ĥ,Σ

H|Ĥ) and D(W) = ‖Re −

XW‖2. After some mathematical manipulations, we obtain

D̃(∆θe) = E[RH
e Re]− E[RH

e X]µ
H|Ĥ − µH

H|ĤE[XH
Re]+

+ tr(Σ
H|ĤXX

H) + µH
H|ĤX

H
Xµ

H|Ĥ, (20)

where tr(.) indicates the trace operator. The remaining time offset

∆θ̂e is then deduced from equation (17).
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4. PERFORMANCE ANALYSIS

IEEE 802.11a simulation parameters are as follows: bandwidth B =
20 MHz; sampling time Ts = 50 ns; number of subcarriers Nc =
52; number of points FFT/IFFT N = 64; subcarrier spacing ∆Fc =
0.3125 MHz; data rate of 6 Mbps; LSTF = 160; LSIG = 80; K = 80
and M = 30 [1]. For a carrier frequency fc = 5.2 GHz and an

OFDM symbol duration T = N × Ts = 3.2 µs, the normalized

CFO (i.e. ε) falls in the range [−0.6, 0.6]. ε and θ are taken ran-

domly according to an uniform distribution. Simulation results are

performed under BRAN-A (CH-A) channel model [27].

Fig. 2 provides the MSE between the true CFO and its estimate

(E{(ε−ε̂)2}) versus SNR (Signal-to-Noise Ratio). The curves show

that regardless of time synchronization being perfect (known per-

fectly by the receiver and is then used to perfectly compensate the

time offset, i.e. ”proposed algo. with a perfect TS”) or not (i.e.

”proposed algo.”), the MSE of our algorithm is much lower than

Canet’s algorithm ([15]). Moreover, the two curves associated to our

algorithm are similar showing that the estimated time offset is well

performed since it is similar to a perfect time offset compensation.

Fig. 3 measures the detection probability of arrival time of the

transmitted physical packet (denoted as Pd) for a given deviation

with respect to its true time position (i.e. θ̂ − θ) at SNR=15 dB us-

ing 107 realizations. The proposed algorithm achieves the highest

estimation accuracy of 99% when the packet arrival time is detected

without time deviation compared to other algorithms developed in

[15] and [21]. Indeed, for a given deviation equal to zero, it is il-

lustrated that Pd(Algo. in [15])=0.51, Pd(Algo. in [21])=0.991,

Pd(Proposed algo.)=0.997.

Fig. 4 measures the Probability of Synchronization Failure

(PSF) versus SNR. It is possible to accept packets whose arrival

time is estimated after the true position with a time deviation (dif-

ferent from zero) due to the use of CP [28]. Indeed, according to the

selected channel model, we can accept arrival packet with a delay

no more than 7 samples (i.e θ̂new = θ̂ − 7) . With or without time

deviation, the PSF of the proposed algorithm is smaller than that of

other algorithms ([15], [21]). Moreover, the curves associated to our

algorithm are similar showing that the estimated frequency offset

is well performed since it is similar to a perfect frequency offset

compensation.

The question of whether the estimated transmission channel ĥ

(see Section 3.2.1) during the transmission medium negotiation may

change when DATA is allowed to be transmitted when stations move

is addressed. In the worst case, since the maximum Doppler fre-

quency fD is equal to 26 Hz (with walking speed of 1.5 m/s, carrier

frequency of 5.2 GHz, rate of 6 Mb/s) the estimated channel is not

affected [22]. This is confirmed by simulation results of the ”pro-

posed algo. (Doppler freq., deviation ≤7)” which are close to the

case with no Doppler frequency (see Fig. 4).

5. CONCLUSION

Based on DA and NDA approaches, this paper proposed time and

frequency synchronization algorithm adapted to IEEE 802.11a wire-

less network. In addition to information dedicated to synchronize

mobile stations, redundant information extracted at physical layer

has been retained since the receiver is able to predict this information

involving the CSMA/CA mechanism when it is triggered. Moreover

the exchanged control frame (RtS), combined to bit-rate adaptation

algorithm to the channel, is exploited to estimate the transmission

channel before the first algorithm stage. To obtain a more precise

estimate of time offset, we performed additionally the timing metric

which is further also exploited in the other DA-based systems. The

multistage synchronization approach achieves significant improve-

ment in terms of PSF in indoor environment.
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