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Abstract. According to the development of the Internet, using social
networks has become an efficient way to marketing these days. The prob-
lem of Influence Maximization (IM) appeared in marketing diffusion is
one of hot subjects. Nevertheless, there are no researches on propagating
information whereas limits unwanted users. Moreover, recent researches
shows that information spreading seems to dim after some steps. Hence,
how to maximize the influence while limits opposite users after a number
of steps? The problem has real applications because business companies
always mutually compete and extremely potential desire to broad cart
their product without the leakage to opponents.

To be motivated by the phenomenon, we proposed a problem called
Influence Maximization while unwanted users limited (d-IML) during
known propagation hops d. The problem would be proved to be NP-
Complete and could not be approximated with the rate 1 — 1 /e and its
objective function was sub modular. Furthermore, we recommended an
efficient algorithms to solve the problem. The experiments were handled
via the real social networks datasets and the results showed that our algo-
rithm generated better outcome than several other heuristic methods.

Keywords: Influence maximization - Viral marketing - Leakage
information

1 Introduction

With the fast development and steady of the Online Social Networks (OSNs),
such as Facebook, Twitter, Google+, etc., OSNs have become the most com-
mon vehicle for information propagation. OSNs provided a nice platform for
information diffusion and fast information exchange among their users.
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The topic of Influence Maximization (IM) has received a lot of research inter-
ests in recent years. This problem is firstly proposed by Kempe et al. [5] in two
diffusion models which are Independent Cascade (IC) model and Linear Thresh-
old (LT) model, then rapidly becoming a hot topic in social network field. They
also proved that influence maximization problem is NP-hard, and a natural
greedy algorithm can obtain 1 — 1 /e. Although extensive related works have
been conducted on the IM problem [1-3,12, 13], most of them are based on such
an assumption that without existence of the unwanted target users whom we do
not want information come to. In reality, on OSNs exits the group of users who
have opposite viewpoint and benefits with us and they create a negative impact
to oppose for information received.

Considering the following example that highlights a basic need for every
organization that uses OSNs. There are two mutual competitive companies A
and B. The A has been deploying a large advertisement, even via the Internet.
They drew a, marketing blueprint on several social networks but the A tried to
hide everything against every one of the B as long as its possible. Constantly,
the advertising information of A can reach to the B after a time. Thus, the A
needs a solution help them fast imply the marketing strategy to much many users
except unwanted users (from B) to gain the best consumption more quickly than
B within ¢ hop.

Motivated by the above phenomenon, this paper Proposes a new optimiza-
tion problem called Maximizing Influence while unwanted target users limited
(IML) that finds a set, of seeding .§' to Maximize Influence such that influence to
unwanted ones is under a certain threshold after the largest d hop propagations.
The total influence is the total activated people. The unwanted ones are those
whom we do not want the information come to.

Our contributions in this paper are summarized as follows:

— We first attempt to study the maximizing influence while unwanted target
users limited after d hops (d-IML) under LT model and show that the objective
function was submodular.

— We proved d-IML was N P-Complete and show it can not be approximated in
polynomial time with a ratio 1 — 1 /e unless NP C DTIM E(n©ognlog .
We also designed an efficient algorithm for the problem of d-MIL.

— We conducted our experiments on real-world datasets, the results indicated
that our algorithm gives better results than several other heuristic methods.

Related Work. The target is to spread the desired information for ag many
people as possible on OSNs. There are different related works on this topic
[1-3,12,13]. Zhang et al. [1] proposed a problem to maximize the positive news
in propaganda rather than maximizing the users affected. They said that to
maximize positive things in many cases had more beneficial than maximizing
the number of people affected. They used the Cascade Opinion (OC) model
to solve the problem. On the other hands, Guo et al. [2] recommended to
maximize the influence of information to a specific user by finding out the k
most influential users and proved that it was NP-hard problem and the func-
tion is submodular. They also launched an effective approximation algorithm.
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Zhuang et al. [3] have studied the JM problem in the dynamic social network
model over time. In addition, there were several other studies: Chen et al. [12]
investigated /M problem on a limited time: Gomez-Rodriguez et al. [13] stud-
ied IM problem for continuous time. Researches on IM with various contexts
and various models received many attentions, but the diffusion of information
problem, in addition to spreading the positive information still faced with the
misinformation. How to spread the positive information while the misinforma-
tion limited? To solve it, Budak et al. [4] launched the problem selecting k users
to convince them aware of good information so that after the campaign, amount
of use influenced by the misinformation was the least. By using Model-Oblivious
Independent Campaign Cascade, they proved the problem be NP-hard and the
objective function was submodular. Nguyen et al. [6] gave the decontamination
problem of misinformation by selecting a set of users with sources of misinforma-
tion [ assumed to have existed on the social network at the rate of 3 € [0, 1] after
T’ time. They launched the different circumstances of the I and the T, but they
only solved the case I was unknown. On preventing infiltration to steal informa-
tion on OSNs, Pham et al. [11] have built a Safe Community for the purpose of
protecting all users in an Organization. In problems of detecting misinformation
source on social networks, Nguyen et al. [8] assumed that the exist a set of mis-
information sources I, they purposed of finding the largest number of users in
I who started to propagate that information. Nevertheless, the predictions were
likely confused because they did not know the order of real time start to spread
misinformation. Zhang et al. [9] studied the problem of limited resources that
often was incorrect information while maximized the positive source of misinfor-
mation on OSNs under Competitive Activation model. In this study, they were
considered a model of misinformation and good information and presence on the
social network, they also proved to be NP-complete problem and could not be

1 .
approximated with rate (1 — E) unless NP C DTTM E(nCoglogn)y,

In these researches, no one focused on the spread of information with the lim-
iting of information to the set of ones who we did not want the information reach
to (called unwanted users). While positive information is desired to propagate
to more and more users, we also face with the existence of unlike users on OSNs.
Because every time they receive the positive information, they can be able to
conduct the activities, propagation strategies that opposes to our benefits.

2 Model and Problem Definition

2.1 Network and Information Diffusion Model

We are given a social network modeled as an undirected graph G = (V, E,w)
where the vertices in V' represent users in the network, the edges in E repre- 7
sent social links between users and the weight represent frequency of interaction
between two users. We use n and m to denote the number of vertices and edges.
The set of neighbors of a vertex v € V is denote by N(v). Existing diffusion
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models can be categorized into two main groups [5]: Threshold model and Inde-
pendent Cascade model. In this work, we use the Linear Threshold (LT) model
which is the one that has been extensively used in studying diffusion models
among the generalizations of threshold models.

Linear Threshold (LT) Model. In this model, each node v has a threshold 6,
and for every u € N(v), edge (u,v) has a nonnegative weight w(u, v) such that
Zve N(w) w(u,v) < 1. Given the thresholds and an initial set of active nodes, the
process unfolds deterministically in discrete steps. At hop ¢. an inactive node v

becomes active if
Z w(u,v) > 6,
ueEN(v)

where N%(v) denotes the set of active neighbors of v. Every activated node
remains active, and the process terminates if no more activations are possible.
Kempe et al. [5] prove that influence function d(.) is submodular function.

2.2 Problem Definition

The paper we are interested in the value of the influence function after d hops.
Considering that influence can be propagate at most d hops, we define the influ-
ence function d4(S) as total number of nodes have been active by S after d hops.
We study maximizing influence while unwanted target users limited after d hops
(d-IML) under LT model as follow:

Definition 1 (d-IML problem). Given an social network represented by a
directed graph G = (V, E,w) and an under LT model. Let T — {ti, 12, i85} be
the set of |T| = p unwanted users and d is number of hops limited. Our goal
chose the set seed user S CV at most k-size that mazimize 04(S) such that total
influence user come to t; less than threshold for prevent information leakage 7;

€0 ) e Ny ti < Ti.

Lemma 1. The influence function 84(.) is monotone and submodular for an
arbitrary instance of the LT model, given any time d > 1.

Proof. LT model is a special case of LT-M model [12] with all parameters
m(u,v) = 1 and deadline 7 = d and influence function d4(.) is influence function
6-(.). Due to 6-(.) is monotone and submodular in LT-M model, thus dy4(.) is
monotone and submodular in LT model. O

3 Complexity

In this section, we first show the N P-Completeness of IML problem on LT model
by reducing it from Maximum Coverage problem. By this result, we further prove
the inapproximability of d-MIL which is NP-hard to be approximated within a
ratio of 1 —1/e unless NP C DTTM E(nC(loglogn)),

Theorem 1. d-IML is NP-Complete in LT model.
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Proof. We consider of the decision version of d-MIL problem that asks whether
the graph G = (V. E, w) contains a set k — size of seed user S C V that number
active node at least K, such that Do Ne(s, )w(u,ti) < 7; within at most d
rounds.

Given S C V, we can calculate the influence spread of S in polynomial time
under LT model. This implies d-MIL is NP. Now we prove a restricted class of
d-MIL instance is NP-hard, d = 1.

To prove that 1-MIL is NP-hard, we reduce it from the decision version of
Maximum Coverage problem defined as follows.

Maximum Coverage. Given a positive integer £, a set of m element U —=
{ei.es....,en} and a collection of set S = {51,83....,8,}. The sets may have
common elements. The Mazimum Coverage problem asks to find a subset S’ C S,
such that | Ug,css S;| is maximized with |S’] < k. The decision of this problem
asks whatever the input instance contains a subset S" of size k which can cover
at least ¢ elements where ¢ is a positive integer.

Reduction. Given an instance ] — {U,S,k,t} of the maximum coverage, we
construct an instance G = (V, E,w, §) of 1-IML problem as follows:

— The set of vertices: add one vertex u; for each subset S; € S, once vertex vj
for each e; €U, and a vertex z is a unwanted users.

= The set of edges: add an edge (vi, u;) for each e; € S; and connect z to each
vertex v;.

1
— Thresholds and weights: assign all vertices the same threshold 6 = —— and
1
each edges (u;,v;) has weight Wy = - In addition, for all edges (vj, x), we

1
assign their weight —.

m
— Threshold for prevent leakage information: we assign threshold for prevent

: : X 1
leakage information for vertex z is 7
m

The reduction is illustrated in Fig.1. Finally, set d = 1, K = ¢.

Suppose that S* is a solution to the maximum coverage instance, thus [S*| <
k and it can cover at least ¢ elements in . By our construction, we select all
nodes u; corresponding to subset S; € S* as seeding set S. Thus, || = k.
Since §* cover at least ¢ elements e;j in U so S influence at least ¢ vertices
vj corresponding to those e;. Additionally, for each v; total influence incoming
based on LT model at least Wyw; = Oy = Wy, - Hence, there are at least
t = K nodes in the 1-IML has been active.

Conversely, suppose there is seeding S, |S| = k such that the number of
active node at least K. We see that v; € S,7 =1,2,..,m because total influence

incoming x at least Wy = Ty = — Thus S C {u1,ug,...,u,}. Then S* can
be collection of subset S; corresponding to those u; € S. Hence the number of
clements which it can cover is at least K = ¢, O -

Based on above reduction, we further show that inapproximation of IML in
the following theorem.
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Fig. 1. Reduction from MC to 1-IML

Theorem 2. The d-IML problem can not be approzimated in polynomial time
within a ratio of unless NP C DTIﬂJE(nO(l"gl“g“)).

l—e

Proof. Supposed that there exits a 1 i -approximation algorithm A for d-MIL

problem. We use the above reduction in proof of Theorem 1 then A can return the
number of active nodes in G with seeding size equal to k. By our constructed
instance in Theorem 1, we obtain the Maximum Coverage with size t if the
number of active nodes in optimal solution given by A is K. Thus algorithm
A can be applied to solve the Maximum Coverage problem in polynomial time.
This contradict to the NP-hardness of Maximum Coverage problem in [10].

4 Methodology

4.1 ILP Formulation

One advantage of our discrete diffusion model over probabilities is that the exact
solution can found be using mathematical programming. Thus, we formulate
d-IML problem as an 0 — 1 Integer Lincar Programming (ILP) problem below.

The objective function (1) of the ILP is to find the number of node is active.
The constraint (2) is number of set seed is bounded by &; the constraints (3) cap-
ture the propagation model; the constraint (4) limit leakage information income
to unwanted user by threshold 7;; and the constraint is simply to keep vertices
active once they are activated. The number of variables and constraints of ILP
arc nd.

maximize Z :Eff (1)
veV\T
B Z 2l <k (2)

veEV\T
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Z zy L w(u,v) + 0,28 > 0,78

vEN(u)
YWweV,i=1.4d 3)
'UEN(ti)
zh >3 L weVi=1.d -
NE— 1 ifxis active at round (hop) 4
¢ 0 otherwise

4.2 Meta Heuristic Algorithm

A commonly heuristic used for IM problem in the simple case is greedy algo-
rithm, the idea of which choses the node is maximize influence marginal gain in
each step:

9a(5,v) = 4(S + {v}) — 64(S5) (6)

Although the objective function is submodular, propagation of influence is
constraint by the leak. Hence we can not give an algorithm for approximately
with the ratio 1 — 1/e as Kemp et al. [5]. To avoid this issuc. we designed
the algorithm combine the influence marginal gain and evaluation information
leakage based on idea of IGC [7]. Accordingly. we used a heuristic function f (v)
to evaluate the fitness of user v which defined as follows:

(7)

Where L, (5) is the total influence to ¢; respect to seeding sets S after d hop i.e.,
L:,(5) = Ypena) W, ti), b, (v) = M is the normalized leakage level at
t; after adding v to seed set S. The numerator of f(v) is selected to be influence
marginal gain 64(S,v) so that the algorithm will favor users have maximizing
influence, denominator of f(v) will favor users with lower information leakage.
The Meta-heuristic (MH) algorithm as shown in Algorithm 1. In each iter-
ation, firstly, we update the set of candidate users C, those whose addition to
seeding set S still guarantees that the information leakage to each unwanted ¢;
does not exceed the threshold 7;. The algorithms also adds one user v of can-
didate set C into S which has f(v) is maximize until size of S no exceed k.

5 Experiment

In this section, we do a lot of experiment on three real-world datasets, and
compare our algorithm with algorithms: Random method, Max degree, Greedy
and ILP method.
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Algorithm 1. Meta-heuristic Algorithm
Data: G = (V, E,w,0,7), set users U = {t1,82,...,t,}, p, k;
Result: Seeding S;
S — B
C«—V;
fori=1to k do
foreach v € C do

if 35 : Ly, (S + {v}) > 7 then

C«—C—{v}
end

end
if C =0 then
[ Return S,
end
Find v € C that maximizes f(v);
3« 8+ {v};
C+—C—-{v}
end
Return S;

© ® 9 0 O b W R

o e e
B W N = O

[
o

5.1 Datasets

BlogCatalog. BlogCatalog is a social blog directory website. This contains
the friendship network crawled and group memberships. Nodes represent users
and edges are the friendship network among the users. Since the network is
symmetric, each edge is represented only once (14].

ArXiv-Collaboration. The data covers papers in the period from January
1993 to April 2003 (124 months). It begins within a few months of the inception
of the arXiv, and thus represents essentially the complete history of its GR-QC
section. If an author 7 co-authored a paper with author j, the graph contains
a undirected edge from ¢ to j. If the paper is co-authored by k authors this
generates a completely connected (sub)graph on & nodes [15].

Gnutella. A sequence of snapshots of the Gnutella peer-to-peer file sharing
network from August 2002. There are total of 9 snapshots of Gnutella network
collected in August 2002. Nodes represent hosts in the Gnutella network topology
and edges represent connections between the Gnutella hosts [15].

Table 1. Basic information of Network Datasets

Network Nodes | Edges | Type Avg. Degree
BlogCatalog 10,312 333,983 | Undirect | 32.39
_ArXiv-Collaboration | 5,242 | 28,980 | Direct | 5.53
Gnutella 6,301 120,777  Direct 3.30
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In each graph, we used the method in [5] to assign the diffusion weight to
each edge and then normalize the weights of all incoming edges of a node v to
let it satisfy that }°, ¢ yin(,) w(u,v) <1 (Tablel).

5.2 Comparision Algorithm

In this part, we describe tow comparison algorithms: random and Max degree.

1. Random: This is a general method used for most problem. In our problem, we
chose the seeding node randomly when the information leaked to unwanted
users less than the threshold leakage.

2. Maz Degree method: The greedy algorith'n chose the vertex v that had max-
imum degree when the information leaked to unwanted users less than the
threshold leakage.

3. Greedy algorithm (GA) method: The method based on the idea that chose
the node maximize information diffusion gain when information leaked to
unwanted users less than the threshold leakage.

4. Meta heuristic (MH) algorithm: Here the algorithm in Sect.4 collectively
called our algorithms.

5. ILP method: Solve the ILP problem to compare with optimal seeding.

We solved the ILP problem on Gnutella network [15], with d = 4, The ILP was
solve with CPLEX version 12.6 on Intel Xeon 3.6 Ghz, 16G memories and setting
time limit for the solver to be 48 h. For k = 5,10, 15 and 20 the solver return the
optimal solution. However, for k£ = 25, 30, 35, 40,45 and 50, the solver can not
find the optimal solution within time limit and return sub-optimal solutions.

5.3 Experiment Results

Solution Quality. The number of active users changed when the number of
steps d changed and fixed & = 50 shown in Fig. 3. The algorithm really resulted
better than Max Degree and GA. The bigger k was, the better the result was
than Max Degree. For example with the social network BlogCatalog, the MH
generated more active users with 1.71 times (k =50, d=4). According to GA,
when k& was small, MH and GA issued the same outcome. When & was larger,
the gap between MH and GA became clearer. MH produced better than GA
7.3 % with k = 50, using Guntella network.

Number of Activated Users. We compared the performance of MH with the
others when k changed and d=4. The number of active users was detailed via
Figs.1, 2 and 3. Definitely. MH generated better than Max. Even MH worked
better than Maxdegree 1.7 times when & = 10 via the network BlogCatalog. GA
generated approximately to MH when & was small (k=5, 10). When k was
larger, MH worked better than GA. In case »f maximum of k (k = 50) Gnutella
activated users using MH more 56 people than GA whereas in BlogCatalog,
activated users of MH and GA were 56 and 44, respectively.
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Mumber af nodes actved

5 10 15 0 25 30 5 40 45 50 5 10 15 0 25 30 35 40 a5 ¢

size of seeding (k) size of seeding (k)
(a) BlogCatalog (b) Gnutella

Number of nodes actived

5 10 15 20 25 k] 35 40 45 50
size of seeding (k)

(¢) arXiv-Collaboration

Fig. 2. The actived nodes when the size of seeding set varies (d = 4).
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Fig. 3. The actived nodes when number of propagation varies (k = 50).
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On the whole, the estimation of the function f(.) resulted better than the one
of the maximization of Influence gain. Nevertheless, when k was small these ways
are the same. The comparison with ILP in Arxiv Collaboration, the proportion
of the solution of MH at least marked at 68 % when k =20 with activate users
was less than 185. The rating was smallest when k=50, pointed at 80 % of
sub-optimal. Note that ILP did not generate optimized solution in this case.

Number of Hops. When d was small, MH and GA issued the same outcome.
When d was large, MH resulted moderately better than MD and quite bet-
ter than GA. It can be seen via BlogCatalog. when d =5, the largest distance
between GA and MH was 86 nodes. It proved that the larger d was, the better
estimation the function f() had to choose the optimization values.

6 Conclusions

In order to propose a viral marketing solution while exists the competition
between organizations that have benefit collisions, we built the problem of max-
imization influence to users whereas limits the information reach to unwanted
ones in constrained time. We proved it be an NP-complete and not be approx-
imated with 1 —1/e rating number. We also recommended an efficient solution
MH to solve the problem. The experiment via social networks data showed that
our algorithm got the better result of object function than some ones and got
desired rate in optimized solution.
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