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Abstract

Nowadays, along with the development of Natural Language Processing, there are a lot of research which use
Statistical Machine Translation for grammatical error correction. Despite the fact that, there are a few researches
which can be applied to Vietnamese. As a result, our purpose is to implement grammatical error correction in
Vietnamese. The problem can easily describe like this: you have a wrong sentence as input, after being processed by
the model, you will have the right sentence as output. In this research, we focus on applying Statistical Machine
Translation to Vietnamese. This is a part of Machine Learning approach in order to solve the grammatical error
correction problem. At first, we will try to create a list of all kind of Vietnamese’s error. Then, we aim for correcting
simple error, like spelling error, then we develop the system step by step to handle and correct complex error. To do
that, the model need lots of data to train, so we collect as much Vietnamese sentences as possible, and turn them into
wrong to make parallel data. The data will be divided into three parts, which are used for training, tuning, and testing,
respectively. After all, the model achieved some results, where the sentences with spelling mistake is corrected better
than others. The result is not too good, but it can be seen that we can apply Statistical Machine Translation for the
Grammatical error correction problem.

Keywords: Statistical Machine Translation, Grammatical Error Correction, Natural Language Processing, Machine
Learning.

1. Introduction since remained a key application in the field

f natural 1 ing (NLP).
Machine translation (MT) is the automatic of natural language processing ( )

translation from one natural language into Statistical machine translation (SMT) [1]
another using computers. Interest in MT is an approach to MT that is characterized by
is nearly as old as the electronic computer the use of machine learning methods. In less
popular accounts trace its modern origins to a than two decades, SMT has come to dominate
letter written by Warren Weaver in 1949, only academic MT research, and has gained a share
a few years after ENIAC came online. It has of the commercial MT market. Progress is

rapid, and the state of the art is a moving
* Corresponding author. Email.: vinhnv@vnu.edu.vn target. However, as the field has matured,
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some common themes have emerged. The
goals of this article are to characterize the
core ideas of SMT and provide a taxonomy
of various approaches. SMT draws from
many fundamental research areas in computer
science, so some knowledge of automata
theory, formal languages, search, and data
structures will be beneficial.

Today, SMT has been applied to English,
but for us, as Vietnamese people, we see
that there is not many researches which use
SMT for Vietnamese. Vietnamese is not easy
to learn, even Vietnamese people nowadays
still make a variety of spelling, grammar and
usage mistakes. Both Vietnamese people
and Vietnamese learners usually make errors
in text, and these errors may belong to
different error types and also vary in their
complexity. A practical grammatical error
correction (GEC) system to correct errors in
Vietnamese text promises to benefit millions
of Vietnamese learners. From a commercial
perspective, there is a great potential for many
practical applications, such as proofreading
tools that help non-native speakers identify
and correct their writing errors without human
intervention or educational software for

automated language learning and assessment.

There are several types of error, such as
spelling mistakes (I/n, d/r/gi, s/x ...), using
wrong word (HOm nay t6i an mot cai phd
=> bat). An error correction system that can
only correct one or a few types of errors
will be of limited use to learners. Instead,
a good system should be able to correct
a variety of error types and corrections
should be performed for everybody to meet
their needs. Also, the GEC models can
go into the pipeline of several Natural

Language Generation (NLG) systems like
Machine Translation, Question Answering.
The difference in our project is that we
apply the model to Vietnamese, which is
much harder than English. As the increasing
number of information, we have a chance to
access to valuable source of knowledge about
potential customers. Information extraction
from Vietnamese online text, however, is a
critical natural language understanding. This
is the most challenge.

As referred above, information extraction
from online text has huge potential in various
field. Especially in tourism domain, extracting
or understanding users’ intents gain huge
benefit for organization to provide the most
suitable service to their customer. This is the
motivation of this thesis to provide a predict
model can extract information like intent and
relative properties from online text of user.

Problem Statement

Problem: Build a model in order to fix the
wrong sentence and give back the corrected
sentence.

Input: A set of Vietnamese sentence(s)
Output: A set of corrected Vietnamese
sentence(s) Figure 1 shows some example of
error in Vietnamese sentence.

In this study, we propose a new way
to solve the Grammatical error correction
problem. Our main contribution is in the
way we approach the problem, using Machine
Translation, or Statistical Machine Translation,
for more specific.

This paper is structured as follows: Section
1 introduces the Grammatical error correction
problem. Section 2 reviews of grammatical
error in Vietnamese sentences. Section 3
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Xap dén ngay 30/4, 01/5, moi ngwdn duroc ngi bon ngay dé

=> Sip dén ngay 30/4, 01/5, moi ngudi duoc nghi bén ngay d6

Hém nay ¢6 bai kiém tra. Nhung minh chua hoc gi ca

=> Hém nay c6 bai kiém tra, nhung minh chua hoc gi ca

Qua bai kiém tra cho thay tinh trang lwdi hoe cia hoe sinh hién nay

== Bai kiém tra cho ﬂlﬁy tinh trang liedi hoe etia hoc sinh hién nay

Pé chuin bi cho chuyén di. t6i dd mua rat nhiéu bim bim, sita, banh mi, va keo, xic xich

=> D& chudn bj cho chuyén di, téi 44 mua rt nhidu bim bim, s¥a, banh mi, keo, va xic xich

Figure 1. Sample wrong Vietnamese sentences and
their correction.

briefly introduce some related researches
about GEC. Section 4 describes experimental
results and discusses the experimental results.
And, conclusions are given in Section 5.

2. Overview of Grammatical in

Vietnamese sentences

2.1. Anideal Grammatical error correction
system

First, we should have a fast view about our
ideal system. Our goal is to create a system
which will have these points:

e Error coverage: identify and correct a
variety of error types.

e Error complexity: address complex
errors such as those where multiple errors
interact. An ideal GEC system should
also correct errors which depend on long
range contextual information.

e Generalizability: refers to the ability of a
system to identify errors in new unseen
contexts and propose corrections beyond
those observed in training data.

To archive our goal, we must recognize as
much types of error as possible. The errors
can be divided into two groups, as below.

2.2. Errors in Sentence Structure

2.2.1. Sentence components missing

In spoken and written Vietnamese, there
is a great deal of reduced sentences which
have only one main element such as
subject or predicate. People can easily
understand these utterances thanks to the
context of communication. However, we
should clearly distinguish between reduced
forms of sentence and those which are
wrong in terms of sentence structure. With
reduced sentences, readers can recognize
which sentence component(s) is the unwritten
one(s), based on other components which
are completely correct. However, things are
different with a wrong sentence. If it lacks one
of more than one main sentence element, it can
make the meaning ambiguous. In Vietnamese
writing, because learners have a habit of using
spoken language in written one, they tend to
make error of missing sentence components,
namely subject, predicate, both subject and
predicate or clauses in complex sentence.

e Subject missing
It is very easy for learners to make this
type of error if they cannot distinguish
between subject and adverb.
Ex: Qua ban bdo cdo cho ta thiy dugc
thuc trang 6 nhiém moi trudng hién nay.

In the example sentence, “Qua ban bao
cd0” is adverb, “cho ta thiy dugc thuc
trang 6 nhiém modi trudng hién nay”
is predicate. Hence, it lacks subject. It
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should be corrected like this:

Qua ban bdo cdo, tac gia da cho ta thiy
dudc thuc trang 6 nhiém moi trudng hién
nay.

Or: Ban bdo céo cho ta thiy dudc thuc
trang 6 nhiém moi trudng hién nay.

Predicate missing

If the sentence has a long and
complicated subject, Vietnamese
learners may assume that it is a
complete sentence. This often occurs
in descriptive writing in which learners
have to use a lot of details to talk about
someone or something.

Ex1: Niém hy vong ctia ngudi chién si
tré vao kha ning thiang 1oi cia mot dan
toc kién cuong bat khuat truée quan thu.

Actually, these are the noun phrases of
the subject, not sentences. The learners
should write:

Ex1: Niém hy vong ctia ngudi chién si
tré vao kha ning thang Idi cia mot dan
toc kién cudng bat khuit trude quan thu
trd thanh dong luc cho anh vuot qua tt
ca moi kho khin gian khé.

Or: Ngudi chién si tré hy vong vao kha
ning thang 1oi ctia mot dan toc kién
cudng bat khuét trudc quan thi.

Subject and predicate missing

It is hard to believe that Vietnamese
learners can make this dramatic error.
However, it is possible for them to
miss both vitally important elements if
the adverb they use is quite long and
complicated.

Ex: Tit nhitng ngudi nong dan mot nang
hai suong lam ra hat gao, nhiing cd chu

cong nhan miét mai bén xudng may, dén
nhing anh by doi ngay dém canh git
cho bién troi ctia T6 quc.

The correct sentence could be:

Tt nhitng ngudi ndong dan mot ning hai
suong lam ra hat gao, nhiing c¢6 chu
cong nhan miét mai bén xudng may, dén
nhiing anh bd doi ngay dém canh giti cho
bién trdi ctia TS qubc, tat ca déu biéu 16
mot tinh than yéu nuée siu sac.

Complex sentence’s clause missing
Similarly, to the case of missing main
sentence component, if learners miss
clause(s) in complex sentence, it is
very hard for the readers to recognize
what the writing is about. It is true
that Vietnamese learners pay more
attention to the conjunctions than the
clauses themselves in complex sentence.
They probably think that if a sentence
contains necessary conjunctions such
as "vi / bdi.. nén", "tuy.. nhung",
it is a completely correct complex
sentence. However, the sentence may
lack clause(s), and this leads to the
errors in grammatical structures as well
as meaning of the sentence. Here are
some examples for this case:

Ex1: Tuy trong qud trinh bi bit giam,
anh phéi chiu dung biét bao cuc hinh tra
tan cta ké thu, gip biét bao thii doan
mua chudc cda ching nhim lam anh
khai ra nhiing thanh vién con lai cta to
chiic cong san bi mat.

Ex2: Ciing chinh vi nhiing do du 4y gay
cho chiing ta mot sb trd ngai.
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It is the conjunctions signaling a
complex sentence that make the learners
think that these sentences are correct
ones. Actually, they lack main clause.
Here are some suggestions:

Ex1: Tuy trong qua trinh bi bat giam, anh
phéi chiu dung biét bao cuc hinh tra tin
ctia k& thu, gip biét bao thi doan mua
chudc ciia ching nham lam anh khai ra
nhiing thanh vién con lai cda td chic
cong san bi mat, nhung anh van khong
hé ntra 10i.

Ex2: Ciing chinh vi nhiing do du 4y nén
chiing ta gip phai mot sd trd ngai.

2.2.2. Overlapping sentence components
Tracing to the root of this error, we
can put the blame on the unclear ideas of
learners when they write such sentences or
the language competence of them is limited.
It is quite challenging even for teachers
to distinguish between the error of missing
sentence component and the error of
overlapping sentence component. It is
undoubted that these two kinds of errors are
just slightly different. However, if we pay
more attention to these following examples,
we can recognize that they are not the same.

e Overlapping adverb and subject
Ex: Song trong cdi xa hoi day bét cong
nhu vy da gitip cho dng thiu hiéu dugc
su dau khd ctia quan chiing nhan dan.

In this example, it is ambiguous to see
whether “Séng trong cdi xa hoi day
bat cong nhu vay” is the adverb or the
subject.

To correct this sentence, there are two
possible solutions:

The first way, it is better to eliminate
“da gidp cho” to make the phrase “Song
trong cdi xa hoi ddy bat cong nhu vay”
become the adverb and “6ng” become
the subject.

Ex: Song trong cai xa hoi day bat cong
nhu vy, 6ng thau hiéu dudc su dau khd
clia quan chiing nhan dan.

The second way, we can create a clear
subject like this:

Cudc sbng trong cai xa hoi day bit cong
nhu vy da gitip cho dng thiu hiéu dugc
su dau khé ctia quan chiing nhan dan.

Overlapping modifier and the noun

As (Bui and Nguyen, 2008) [2] write
in their book, there is the case in which
learners can not distinguish between the
modifier and the noun that needs to be
modified. This is a very common error
that Vietnamese learners tend to make
because it seems to be correct sentence.

Take a look at the following example:
Ex: Thiy Kiéu la nhan vat tiéu bi€u nhit
cho Truyén Kiéu ctia Nguyén Du da md
td mot cach sau sic xa hoi phong kién
thdi nat, da t6 cdo, phan khang va phé
phédn nhiing thi doan tan nhin, bt cong
cha dap Ién van ménh cua nhiing con
nguoi luong thién.

In this sentence, the learner wants to
add information (da mo ta mot cach sau
sac xa hoi phong kién théi nat, da t6
cdo, phan khang va phé phan nhiing thu
doan tan nhin, bat cong cha dap 1én van
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ménh cua nhiing con ngudi luong thién)
to modify Truyen Kieu. However, it is
very hard to recognize what is the main
noun and what is the modifier.

The correct sentence can be:

Thdy Kiéu 1a nhan vat tiéu biéu nht
cho Truyén Kiéu ctia Nguyén Du, mot
tac phim da mo td mot cach sau sic xa
hoi phong kién théi nat, da tb cdo, phan
khang va phé phan nhiing thu doan tan
nhan, bt cong cha dap 1én van ménh clia
nhting con ngudi luong thién.

2.2.3. Sentence
ordering

Unlike English, there is no change in the
form of the word in a sentence to indicate the
meaning. To do this, people have to make use
of the order of the words and phrases to. This
is the reason why the order of the sentence
components is dramatically important in
Vietnamese. Once learners make this type of
error, they may create meaningless sentences
or ambiguous sentences.

components wrongly

Ex1: Cudc séng méi vira cham diit nhiing
ngay dau kho dudi Iudi guom che chd cta T
Hai thi khong may Thiy Kiéu lai mac lita HO
Ton Hién.

This sentence should be corrected like this:
Duéi ludi guom che chd cua Tu Hai, cudc
sébng méi tam cham dit nhitng ngay dau khd,
thi sau d6 khong may Thiy Kiéu lai mac lia
Ho Ton Hién.

2.3. Errors in Punctuations Using
No one can deny the importance of
punctuation in writing, especially in

Vietnamese writing because it is one of
the means to indicate the grammatical
structure, and at the same time, express the
meaning of the sentence. Hence, errors in
using punctuation can cause several problems
that negatively affect the learners’ purposes
expressing.

2.3.1. Punctuation missing

It is not unusual to see the case in which
learners do not use punctuation although
it is necessary. This can lead to serious
misunderstanding.

There are several examples that can be
taken but I would like to give a very
well-known example:

Ex: Bo cay khong dudc giét.
This sentence can be understood in two totally
different ways:

- B0 cay khong dudc, giét.
- Bo cay, khong dudc giét.

Learners also have the tendency not to
use the punctuation in a long sentence. This
makes people exhausted when they try to
finish reading it. It also makes the sentence
extremely complicated.

Ex: Trong nén kinh té thi trudng nhiéu
quyét dinh do cdc nhan vat khdc nhau dua ra
c6 lién quan dén nhiing chi phi co hdi c6 thé
bi€u thi bang gid ca ctia mot nhan t6 xac dinh
ti 1& thay thé 14n nhau ctia cdc nguyén liéu hay
dau vao thong qua mot giao dich dién ra trén
thi truong.

This sentence needs punctuation to help
the readers understand it more easily:

Trong nén kinh té thi trudng, nhiéu quyét
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dinh do cac nhan vat khac nhau dua ra c6 lién
quan dén nhitng chi phi co hdi c6 thé biéu thi
bing gid c4, ciia mot nhan t6 xac dinh ti 1&
thay thé 1an nhau cda cic nguyén liéu (hay
dau vio), thong qua mdt giao dich dién ra
trén thi trudng.

The other case of punctuation missing
is that learners write several sentences in a
paragraph without punctuation, especially
full stop.

Ex: Trong ca nhéom Ty lyc van doan thi
Thach Lam dudng nhu khac biét han véi
nhitng thanh vién con lai vé cd suy nghi
hanh x{ va vin phong, dng séng giau long
thuong ngudi, van 6ng gian di dudng nhu
khong c6 cbt truyén nhung van di sau vao
long ngudi boi giong di€u nhe nhang nhung
mang nhiing triét 1i sAu xa qua d6 ngudi doc
c6 thé tu cdm nhin dudc ring trong cudc
séng nay du c6 tim tb6i dén dau thi dau do
van con c¢6 mot anh sdng clia niém tin, stic
manh cta n6é c6 th€ lam cho con ngudi ta
cam thdy cudc sdng nay dang sbng hon, d6
chinh 1a nét dep nhan van cua van Thach Lam.

This type of error forces the readers to
sweat over the paragraph in order to figure out
where one sentence is complete and what the
main idea of the paragraph is. The solution for
this is using full stop appropriately to make
the paragraph “reader-friendly”.

2.3.2. Punctuation missing
e Between comma and full stop
It is a truth that Vietnamese learners
often use full stop instead of comma,
especially in complex sentence. They
tend to put a full stop although the

sentence is incomplete and begin a new
sentence that should be a clause of the
complex sentence.

Ex1: Nha Lan & rat xa trudng hoc.
Nhung Lan luén di hoc ding gio.
Suggested sentence: Nha Lan & rat xa
truong hoc nhung Lan ludn di hoc dung
gio.

Ex2: Hom nay trong gio Sinh hoc, t6i
dudc cd gido cho mudi diém. Béi vi toi
12 hoc sinh duy nhit trong 16p tra 19i
dugc cau héi khé clia co gido vé dot bién
gen.

Suggested sentence: HOm nay trong gio
Sinh hoc, t6i dudc cd gido cho muoi
diém bdi vi t6i 1a hoc sinh duy nhét
trong 16p tra 16i dudc cau hodi kho cia cod
gido vé dot bién gen.

Ex3: Vin Thach Lam 12 16i vin gian di.
Va con ngudi 6ng ciing gian di nhu chinh
van cua ong.

Suggested sentence: Van Thach Lam la
16i vin gian di va con ngudi 6ng cling
gian di nhu chinh van cia 6ng.

Between comma and semicolon It
comes as no surprise for us to know
that a great deal of Vietnamese learners
make this error because this is a
challenging grammatical point. As not
many learners, even teachers, have
profound knowledge about this, they do
not know how to fix this problem. It is
likely for them to use comma instead of
semicolon or vice versa.



18  N.B.Nguyen et al. | VNU Journal of Science: Comp. Science & Com. Eng., Vol. 32, No. 3 (2018) 11-25

Both these two types of punctuation are
used to link two independent clauses of
a compound sentence. However, comma
is only used when it is followed by one
coordinating conjunction such as “va”,
“nhung”, “hodc”...If we want to use
adverb such as “tuy nhién”, “mac du
vay”, “hon thé nita”, these adverbs need
to be preceded by a semicolon, not a
comma...Once learners use comma
in this situation, it is considered as

punctuation using error.

Ex: Cau 4y hién dang 1a hoc sinh gidi
trong 16p, tuy nhién, ciu 4y khong dugc
nhiéu ban beé yéu mén.

Correct sentence: Cau 4y hién dang la
hoc sinh gidi trong 16p; tuy nhién, ciu
4y khong dudc nhiéu ban be yéu mén.

Another case is that learners use a lot
of comma while they need to use a
semicolon. Take a look at this example:
Ex: Lan mudn dudc dén thim bon thanh
ph6 16n trén thé gi6i: Paris, Phap, Luan
bon, Anh, New York, My va Sydney,
Uc.

Suggested sentence: Lan muén dudc dén
thim bbn thanh phb 16n trén thé gidi:
Paris, Phap; Luan D6n, Anh; New York,
My va Sydney, Uc.

3. Related work

Although Grammatical error correction is
not widely researched for Vietnamese, there
are a lot of researches about this problem in
other languages. Let’s take a look at some
GEC system in the last few years [3, 4].

Performance
System Method

P R F0.5

CoNLL-2014 top 3 MT 4162 | 2140 | 3501

CoNLL-2014 top 2 Classif. 41.78 | 24.88 | 36.79

CoNLL-2014 top 1 MT, rules 39.71 | 30.10 | 37.33

Susanto et al. (2014) MT, classif. 5355 | 19.14 | 3939
Miz. & Mats. (2016) MT 4580 | 26.60 | 40.00

Figure 2. Some GEC system in the last few year.

There has been a spike in research on
grammatical error correction (GEC),
correcting writing mistakes made by
learners of English as a Second Language,
including four shared tasks: HOO [5, 6]
and CoNLL [7, 4]. These shared tasks
facilitated progress on the problem within the
framework of two leading methods — machine
learning classification and statistical machine
translation (MT).

For example, the top CoNLL system
combined a rule-based module with MT [8].
The second system that scored almost as
highly used machine learning classification
[9], and the third system used MT [10].
Furthermore, (Susanto et al, 2014) [11]
showed that a combination of the two methods
is beneficial, but the advantages of each
method have not been fully exploited. We see
that there is the base idea, which is described
by figure 3.

Since there is not much researches for
Vietnamese GEC, we will base on the idea
of English GEC to create the system.

4. Our method

As we said above, we will use MT, or SMT
for more specific, to solve the problem. Figure
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Figure 3. Base idea of English GEC.

Training data
(Parallel data)

—

SMT (Moses)

Input
(Wrong sentence)

Output
(Right sentence)

> Model >

Figure 4. Briefly description of problem solving.
4 describes our method.

4.1. Statistical Machine Translation

The statistical machine translation approach
is based on the noisy-channel model. The best
translation for a foreign sentence f is:

" = argmax p(e) X p(fle) (D

The model consists of two components: a
language model assigning a probability p(e)
for any target sentence e, and a translation
model that assigns a conditional probability
p(fle). The language model is learned using

a monolingual corpus in the target language.

The parameters of the translation model are
estimated from a parallel corpus, i.e. the set
of foreign sentences and their corresponding

translations into the target language. In error
correction, the task is cast as translating
from erroneous learner writing into corrected

on the availability of a parallel corpus for
learning the translation model. In case of error
correction, a set of learner sentences and their
corrections functions as a parallel corpus.

Adam Lopez [12]: SMT treats translation
as a machine learning problem. This means
that we apply a learning algorithm to a large
body of previously translated text, known
variously as a parallel corpus, parallel text,
bitext, or multitext. The learner is then able
translate previously unseen sentences. With
an SMT toolkit and enough parallel text, we
can build a Machine Translation system for a
new language pair within a very short period
of time — perhaps as little as a day.

In this research, we use Moses as an SMT
toolkit.

4.2. Moses

Moses [13] is an implementation of
the statistical (or data-driven) approach
to machine translation (MT). This is the
dominant approach in the field at the moment
and is employed by the online translation
systems deployed by the likes of Google and
Microsoft. In statistical machine translation
(SMT), translation systems are trained on
large quantities of parallel data (from which
the systems learn how to translate small
segments), as well as even larger quantities
of monolingual data (from which the systems
learn what the target language should look
like).  Parallel data is a collection of
sentences in two different languages, which is
sentence-aligned, in that each sentence in one
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Training Using
Training Data  Linguistic Tools Source Text

parallel corpora
monolingual corpara
dictionaries

Statistical
Machine
Translation

Statistical
Machine

Translation
System

System

Translation

Figure 5. Basic idea of Moses.

language is matched with its corresponding
translated sentence in the other language
[13, 14].

The training process in Moses takes in
the parallel data and uses co-occurrences of
words and segments (known as phrases)
to infer translation correspondences

between the two languages of interest.

In phrase-based machine translation [1],
these correspondences are simply between
continuous sequences of words, whereas in
hierarchical phrase-based machine translation
or syntax-based translation, more structure is
added to the correspondences.

For short, Moses is a statistical machine
translation system that allows you to
automatically train translation models for any
language pair. All you need is a collection
of translated texts (parallel corpus). Once
you have a trained model, an efficient search
algorithm quickly finds the highest probability
translation among the exponential number of
choices. That is why we need to prepare our
data.

4.3. Data preparation

In this thesis, I used data from a NLP
site. The data have more than 300.000
Vietnamese sentences, which is collected from
dantri.com.vn.

Our work is to prepare the data. First, we
stick to the rule: one line one sentence, that
what we need to prepare parallel data. After
that, with each sentence, we make it wrong
by changing something, base on type of error
we use for the sentence. There is three main
parts, spelling mistake, sentences components
errors, and punctuation errors.

4.4. Implementation setup

First, we have Moses installed. Then we
divided collected data into three parts: 92% of
data to train our model. 5% of data was used
for tuning, and finally, our report showed the
experimental results on the test set, which was
the remaining 3% of our collected data. Our
data need to be tokenized before running with
Moses.

4.5. Building the system

There are 3 main steps: training, tuning,
and testing.

4.5.1. Training
The training process takes place in nine
steps:

e Step 1: Prepare data
The parallel corpus has to be converted
into a format that is suitable to the
GIZA++ toolkit [15]. Two vocabulary
files are generated and the parallel
corpus is converted into a numberized
format. The vocabulary files contain
words, integer word identifiers and word
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count information. A sentence pair now
consists of three lines: First the frequency
of this sentence. In our training process
this is always 1. This number can be
used for weighting different parts of the
training corpus differently. The two lines
below contain word ids of the right and
wrong Vietnamese sentence. This is
done automatically by calling the mkcls
program. Word classes are only used for
the IBM reordering model in GIZA++.

Step 2: Run GIZA++

We need GIZA++ as an initial step
to establish word alignments.  Our
word alignments are taken from the
intersection of bidirectional runs of
GIZA++ plus some additional alignment
points from the union of the two runs.

Step 3: Align words

To establish word alignments based on
the two GIZA++ alignments, a number
of heuristics may be applied. The default
heuristic grow-diag-final starts with the
intersection of the two alignments and

then adds additional alignment points.

Alternative alignment methods can be
specified with the switch —alignment.

Step 4: Get Lexical Translation Table
Given this alignment, it is quite
straight-forward to estimate a maximum
likelihood lexical translation table. We
estimate the w(e|f) as well as the inverse
w(fle) word translation table.

Step 5: Extract Phrases

In the phrase extraction step, all phrases
are dumped into one big file. The
content of this file is for each line: right

sentence phrase, wrong sentence phrase,
and alignment points. Alignment points
are pairs (right, wrong). Also, an inverted
alignment file extract.inv is generated.

Step 6: Score Phrases

Subsequently, a translation table is
created from the stored phrase translation
pairs. The two steps are separated,
because for larger translation models, the
phrase translation table does not fit into
memory. Fortunately, we never have
to store the phrase translation table into
memory — we can construct it on disk.

To estimate the phrase translation
probability ¢(e|f) we proceed as follows:
First, the extract file is sorted. This
ensures that all right sentences phrase
translations for wrong sentence phrase
are next to each other in the file. Thus, we
can process the file, one wrong sentence
phrase at a time, collect counts and
compute ¢(e|f) for that wrong sentence
phrase f. To estimate ¢( fle), the inverted
file is sorted, and then ¢( fle) is estimated
for an right sentence phrase at a time.

Next to phrase translation probability
distributions ¢( f|e) and ¢(e|f), additional
phrase translation scoring functions can
be computed, e.g. lexical weighting,
word penalty, phrase penalty, etc.
Currently, lexical weighting is added for
both directions and a fifth score is the
phrase penalty.

Currently, four different phrase
translation scores are computed:

1. Inverse phrase translation

probability ¢(fle)
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2. Inverse lexical weighting lex(fle)
3. Direct phrase

probability ¢(el|f)
4. Direct lexical weighting lex(e|f)

translation

e Step 7: Build reordering model
The lexicalized reordering models are
specified by a configuration string,
containing five parts that account for
different aspects:

1. Modeltype - the type of model
used.

2. Orientation - Which classes of
orientations that are used in the
model.

3. Directionality - Determines if the
orientation should be modeled
based on the previous or next
phrase, or both.

4. Language - decides which
language to base the model on.

5. Collapsing - determines how to
treat the scores.

e Step 8: Build generation model
The generation model is built from

the target side of the parallel corpus.

By default, forward and backward
probabilities are computed. If you use
the switch —generation-type single only
the probabilities in the direction of the
step are computed.

e Step 9: Create Configuration File
As a final step, a configuration file for
the decoder is generated with all the
correct paths for the generated model and
a number of default parameter settings.

This file is called model/moses.ini

Grammatical errors

Spelling errors 100.000 200.000 200.000
sentences sentences sentences
(type 1) (type 1) (type 2)
BLUE score 95.14 95.02 96.45 92.40

Figure 6. Experimental results.

guéi xuy tang mén

wyte uk thyk hign ¥ twéngh kia minh .

din ning lgk thyk té ~
u tidn thay vao viik phén bift loai vin bing .

Figure 7. Sample input of spelling mistakes.

You will also need to train a language
model. This is described in the decoder
manual.

Note that the configuration file set —by
default— the usage of SRILM as a LM
toolkit.

Building a Language Model
The language model should be trained on
a corpus that is suitable to the domain. If
the translation model is trained on a parallel
corpus, then the language model should be
trained on the output side of that corpus,
although using additional training data is often
beneficial.

Our decoder works with the SRI language
modeling toolkit [16].

4.5.2. Tuning

After training step, we can say that we have
the result model. But the problem is that it is
slow to load and the weights are not optimized.
That is why we need tuning step.
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During decoding, Moses scores translation
hypotheses using a linear model. In the
traditional approach, the features of the model
are the probabilities from the language models,
phrase/rule tables, and reordering models, plus
word, phrase and rule counts.

Tuning refers to the process of finding the
optimal weights for this linear model, where
optimal weights are those which maximize
translation performance on a small set of
parallel sentences (the tuning set). Translation
performance is usually measured with Bleu
[17], but the tuning algorithms all support (at
least in principle) the use of other performance
measures.

After this step, we have a model with
well-trained weights, then we can go to testing
step.

4.5.3. Testing
We run the model with test set to see the

results. Then, to evaluate the model, we run
the BLEU script.

5. Experiments results and discussion

5.1. Results

We run Moses on Ubuntu 16.04, RAM
4.00GB.

Data is from
(http://viet.jnlp.org).

For spelling errors, we use about 200.000
sentences.

For grammatical errors, we run build two
models which use 100.000 sentences and
200.000 sentences, respectively, focus on
punctuation errors and word missing errors
(type 1), in order to compare the results. Then,
we build another model which uses 200.000

VNESEcorpus.txt

gi¢ ddy , anh chi con bidt trdng cdy vao me gid .

sau kh hi thé sfng va chién ddu

ong tac tai yén bai .
ts nguyén tidn quydt cho bidt : ™ mimg n 14 @& tai thamh céng ,

thue sz mé ra co hdi séng véi nhiing nguéi suy tang man
#ng 44 At hang céng ty cbng nghé carbonyte uk thuc hién ¥ cudng cia minh .

da ning n#n cin nhic lai quyft dinh nay , 1ldy ™ ning lyc thye té ~
1la tiéu chi wu tién thay vao viéc phén biét loai vin bing .

Figure 8. Sample output of spelling mistakes.

mei nghudi cat 1lén nhingh bai hat giangh xinh rdn rangh
vi rdi bang keo rinh khdk hon nén ri bé yéu xoay trd thé nao
thi miéng 16t kiing s&€ khéng bi 1l&kh .

Figure 9. Sample input that its errors are not fully
corrected.

sentences but focuses on changing order of
two verbs (or phrases) in a sentence (type 2).
Results is shown in the figure 6.

5.1.1. Spelling errors
Some errors that the system omitted in Fig
9 and fig 10.

5.1.2. Grammatical errors

Fig 11 and Fig 12 show sample of type
2’s model, where we change the order of two
verbs (or phrases) in a sentence

5.2. Evaluate the results

Evaluating the results of systems usually
bases on a comparison between pairs of right,
wrong sentences, and in this research, we use
BLEU score, as the table above.

For spelling errors, we can see that the
output seems to be well-corrected and as a
result, the score is quite good. But in some
cases, the system cannot fix the wrong words
if it stands alone or the word does not exist in
the training set.

For grammatical errors:
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moi nguéi cét 1lén
vi ddi bing keo
thi mi&ng lét

g bai hat gidng sinh rdn rangh
hdc hon nén di bé& ydu xoay trd thé nao
s& khéng bi 1&kh .

Figure 10. Sample output which cannot corrected all
the errors.

g_dinh hat_nhén héi_nghi tham dy tai

ang cic cam kit dwa ra tai Washington

di tél Secul ,

u_ch 4/3 cho thiy ,
di gianh chién_théng ngay mdt véng .

tén_céng bi =ip

goi lén em .

N&m phut sau , mét_sd dign_thoai la goi dén .
Tép hé_so trén tay téi roi xudng dit , ©éi dimg chén_chén khong néi nén loi .

iinh cén didu lam ias.

@ vat di nhdc nhanh cé_thi .

hé ngosi_gisc di bi di_lai hen_ché bdi ngudi bidu_tinh .

Figure 11. Sample input of grammatical errors (type
2).

e Type 1: From the score, we can say that
the more sentences in the training set, the
more accurate the result is. The fact that
the system can auto add commas, dots, or
a word, to correct the sentences, although
in some case, the newly added elements
cannot make the right sentence

e Type 2: We see that the score is good,
but the sample result is not too good. In
some cases, the systems can fix the error,
but in other cases, it makes no change in
the sentences, which means that it cannot
fix the error.

6. Conclusion

In this research, we have studied Statistical
Machine Translation with related learning
tasks and applied Moses to build a model in

order to correct Vietnamese errors in writing.

nk gi6: tham aw tei thuos

hign dang c4c cam kit dua ra tal Wa

goai_giac @i bi 4i_lai han chid bdi ngues bilu_cinn .

Figure 12. Sample output of grammatical errors (type
2)

From all of the above results, we can see that
Statistical Machine Translation can be applied
to solve the problem. The result, at present,
can be accepted in terms of correcting spelling
mistakes, but to correct grammatical errors,
the system needs to be improved.

Our work, in our opinion, still have several
drawbacks that could be improved. Firstly, the
amount of data for training is not big enough.
As a result, the quality of the model is not as
good as we expect. Secondly, because we use
the data from online sources, which is not fully
initialized, that leads to some poor-quality
data. Last but not least, our work requires
powerful machines for training model.

In the future, we will focus on overcoming
the weaknesses mentioned above. First, we
can use the bigger amount of data to train
our model. The bigger our training data is,
the more accurate our model is. Also, since
the model requires powerful computers for
calculation, we can enhance the hardware
systems to have better performance. We will
focus on collecting and analyzing, as long
as creating more special data to improve the
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system.
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