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Summit Navigator: A Novel Approach for Local
Maxima Extraction

Tran Hiep Dinh, Manh Duong Phung and Quang Phuc Ha

Abstract—This paper presents a novel method, called
the Summit Navigator, to effectively extract local maxima
of an image histogram for multi-object segmentation of
images. After smoothing with a moving average filter, the
obtained histogram is analyzed, based on the data density
and distribution to find the best observing location. An
observability index for each initial peak is proposed to
evaluate if it can be considered as dominant by using
the calculated observing location. Recursive algorithms
are then developed for peak searching and merging to
remove any false detection of peaks that are located on one
side of each mode. Experimental results demonstrated the
advantages of the proposed approach in terms of accuracy
and consistency in different reputable datasets.

Index Terms—Multi-thresholding, histogram analysis,
histogram segmentation, image segmentation, Summit
Navigator.

I. INTRODUCTION

MAchine vision offers an excellent tool for critical
real-world inspection in industrial applications

[1], for example, for detecting surface defects of film
capacitors [2] or vision-based surface inspection with
drones [3]. In an automated vision-based system, image
processing and, in particular, image segmentation remain
an essential task [4], for which automatic extraction of
local maxima is an important process not only to extract
the foreground for post processing but also to separate
objects from the background for identification and classi-
fication. Techniques used for extraction of local maxima
vary depending on the data representation employed, but
in general can be categorized into groups of histogram
analysis, clustering and entropy based methods [5], [6].
Among them, the histogram shape-based thresholding
is widely adopted due to its simplicity, effectiveness
and computational efficiency [7]. Approaches in this
direction are typically based on grey-level histograms
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to identify thresholds that separate an image into seg-
mented regions. The thresholds can be either single or
multiple values corresponding to a bilevel or multilevel
thresholding method.

In bilevel thresholding, a global threshold of histogram
characterized by two different modes is used to binarize
an image into the foreground and background [8], [9],
[10], [11]. The pioneer approach by Otsu [8], albeit
simple and consistent, appears to be unattractive in
terms of computational cost and accuracy, particularly
in dealing with a multilevel thresholding problem. More
recently, local features and Gaussian mixture modeling
are used to extract an interested object from its image
background [11]. The method however is not sensitive
and threshold values have to be tuned manually.

Multilevel thresholding is used to deal with seg-
mentation of more than two prominent modes, corre-
sponding to some particular objects of an image. A
challenge in multi-modal histogram thresholding remains
the automated implementation of the image processing
algorithm because natural images usually contain much
unknown information, such as the number of classes or
the characteristics of the histogram modes. To overcome
this issue, many authors developed ad hoc approaches
by incorporating heuristic input factors [12], [13], [14].
A Gaussian kernel convolution is employed in [12] to
resolve the multiple threshold issue, but it is not self-
adjusted as specific input from the user is required.
Heaviside functions have recently been proposed in [13]
for approximating the gray level histogram to detect
local extreme. The method was recognized for satis-
factory quality and low computational demands but a
fixed number of phases of level sets is still required.
Adaptive image thresholding is introduced in [15] using
a minimax optimization technique for a weighting factor
whereby the choice of energy functions is however not
straightforward.

For multilevel thresholding, a hybrid approach is
proposed in [16] to compute an image energy function
before applying a Genetic Algorithm fitness function to
overcome limitations. Nevertheless, the algorithm may
be unstable, as user interactions are needed to limit
the algorithm’s sensitivity to irregularities in the his-
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togram. To deal with the complicated problem, the use 
of artificial i ntelligence w ith s oft c omputing techniques 
[17], [18], [19], [20] has been an attractive option. 
These methods are, however, based on some predefined 
control parameters and may become inefficient w ith a 
large problem size. Other authors suggested a feasible 
process of finding a nd r emoving p eaks [ 21], [ 22] to 
partition an image histogram into different modes. For 
example, in [21], peak sharpness and the horizontal 
difference between two peaks are evaluated to determine 
significant values of the histogram. These methods have 
advantages in low computational cost and simplicity of 
implementation but tend to be unreliable when applying 
to data with noise or radical variations.

Other non parametric approaches [22], [23], [24] have 
been proposed to detect peaks [22], [23] or segment the 
image histogram into different modes [24]. While being 
able to detect threshold values without information about 
the histogram distribution or the number of objects and 
endorsed as efficient a gainst s ome s egmentation tasks, 
these techniques are also ineffective when dealing with 
a noisy data [25].

In this paper, a novel algorithm is developed to auto-
matically detect true peaks from gray-scale histograms 
of images and to locate these peaks without the require-
ments of manual inputs, as preliminarily indicated in 
[26]. Here, inspired by the strategic planning of mountain 
explorers, we formulate two location-based parameters, 
namely the offset distance and observability index, for 
the image segmentation process. These parameters are 
used to search for all possible dominant peaks from 
the best among observing locations. Notably, this non-
heuristic approach does not require any a priori knowl-
edge of the number of modes or distance between modes 
in processing. Results from various experiments are 
discussed to show the validity of the proposed approach.

II. SUMMIT NAVIGATOR APPROACH FOR MULTIPLE

PEAK DETECTION

It is observed that without navigating equipment, a 
mountain explorer has to perceptually determine routes 
by finding a  nearest and highest location for gaining the 
maximum range of view. From that point, along with 
the same distance and height condition, the explorer can 
identify the next appropriate destination to go forward 
with the journey. By repeating this process, this mountain 
explorer can eventually reach the planned checkpoints to 
accomplish the exploration. Inspired by that tactic, the 
Summit Navigator is developed in this paper to deal with 
the peak detection issue in multilevel histograms. The 
algorithm comprises three main steps: (i) preprocessing 
with initial peak detection, (ii) searching for dominant

peaks, and (iii) merging dominant peaks found on the
same side of a mode. The flowchart of the proposed
algorithm is illustrated in Fig. 1.

A. Preprocessing

In the preprocessing stage, the input histogram is first
smoothed by a moving average filter to remove high
frequency noise and retain peaks for further detection.
For computational efficiency and effectiveness on raw
data, the kernel width of the filter is chosen to be 03, the
minimum interval that can take into account the previous,
current and next intensity level. As the result, a pixel
intensity hi at level i after applying the moving average
filtering is given by:

hi =
hIi−1 + hIi + hIi+1

3
, (1)

where hIi is the intensity at level i of the input histogram.
Those smoothed intensities are then compared with their
two nearest neighbors in order to determine initial peaks.
The selected ones should meet the following condition:{

hi > hi−1

hi > hi+1.
(2)

Let S be the set of locations of initial peaks. Since local
maxima are among initial peaks, it becomes a draft plan
for the travel strategy to be developed. Our next stage is
to determine true peaks from S, which is the core of the
Summit Navigator algorithm.

B. Peak searching

To start a new search, the explorer needs to find a
good observing location. This should be a position with
the possibility to observe several peaks in order to detect
the most dominant one. The goal of peak searching is
thus to find the best observing location of initial peaks
so that dominant peaks can be extracted based on this
search.

Considering an input histogram of an image as the
mount under exploration, let P be the number of initial
peaks and sk, 0 ≤ k ≤ P , the k-th element of vector S.
Given initial peaks satisfying hsk > hsk−1

, the observing
location, Lk, as illustrated in Fig. 2, is the point on the
intensity axis fulfilling the following condition:

Lk ≤ sk −∆Lk, (3)

where ∆Lk is the offset distance from the current peak to
the observing location. This offset distance is calculated
based on the location and frequency of two consecutive
peaks k and k − 1 as follows:

∆Lk =
hsk(sk − sk−1)
ε+ |hsk − hsk−1

|
, (4)
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Fig. 1: Flow chart of the Summit Navigator algorithm.

where ε is an arbitrarily small quantity chosen to avoid
zero division. Let us now define the observability index
as:

Ck = hsk/Lk. (5)

This index represents the view angle of each peak from
the observing location, whereby a larger value implies
a higher probability of being a dominant peak. As an
illustration for the searching mechanism, Fig. 2 shows
a scenario where sk and sk+3 are dominant peaks to
be detected against the initial ones. In this scenario, the
observing location is selected at L∗ and the observability
indices are calculated accordingly. The peak at sk is
firstly considered as a dominant peak as Csk > Csk+1

.
The following dominant peak is then determined at
sk+3 because of its ability to block the sight from the
observing location to the next peak, i.e., Csk+3

> Csk+4
,

while being not hidden from the view with respect to its
previous peak, i.e. Csk+3

> Csk+2
.

To extend the concept wholly to other initial peaks,
we first calculate a set of observing locations for each
initial peak at sk as follows:

Lk = xk − (yk ◦∆xk)�∆yk, (6)

Ck
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Fig. 2: Illustration of the peak searching mechanism.

where
xk =

[
sk sk ... sk

]
, (7)

yk =
[
hsk hsk ... hsk

]
, (8)

∆xk = xk −
[
s1 s2 ... sk−1

]
, (9)

∆yk = yk −
[
hs1 hs2 ... hsk−1

]
, (10)

in which ◦ and � are respectively the element-wise
multiplication and division operators, with any zero
element of ∆yk being replaced by ε. The best observing
location, L∗, satisfying (3) for any peak sk is then given
by:

L∗ = min
k
{min
m
{Lk,m}}, (11)

where Lk,m is the mth element of Lk. The observability
indices for all initial peaks are then computed as:

C = YP � (XP − L∗), (12)

where:
YP =

[
hs1 hs2 ... hsP

]
, (13)

XP =
[
s1 s2 ... sP

]
, (14)

L∗ =
[
L∗ L∗ ... L∗

]
. (15)

Finally, an initial peak k is determined as a dominant
peak subject to the following condition:

Ck = max{Cj+1, Cj+2, ..., Ck+1}, (16)

where j ≥ 0 and Cj is a previous dominant peak.
The pseudo code for the peak searching algorithm is
presented in Algorithm 1.
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Algorithm 1 Peak searching
1: for i← 2, P do
2: L← x− (y ◦∆x)�∆y
3: Ltmp(i− 1)← min(L)
4: end for
5: L∗ ← min(Ltmp)
6: C← YP � (XP − L∗)
7: Find all local maxima of C, save to v
8: if C(1) > C(2) then
9: v←

[
1 v

]
10: end if
11: if C(end) > C(end− 1) then
12: v←

[
v length(C)

]
13: end if

C. Peak merging

While the peak searching algorithm can remove most
non-dominant peaks, a false peak detection may still
exist because of noise at lower frequencies. For instance,
Fig. 3(a) shows the result of peak searching for the
sunspot number dataset provided by the US National
Oceanic and Atmospheric Administration (NOAA) [27].
Thirty-one peaks (red numbers) have been detected in-
stead of 23 ground-truth ones due to incorrect reception
of peaks 1, 2, 9, 10, 16, 17, 20, 22. A peak merging
process is thus proposed to deal with this problem. By
using our approach, a histogram can be segmented into
a set of unimodal hi on the interval [ai, bi] if there
exists ci ∈ [ai, bi] such that hi follows the increasing
hypothesis on [ai, ci] and the decreasing hypothesis on
[ci, bi] [24].

Let v be the set of locations of dominant peaks and vk
be the kth element of v. For each interval [vk, vk+1], in
which hi has an average h̄, a best fit line yk = αxk + β
is computed by using the least square regression. The
coefficient of determination R2

k of each model is then
employed to estimate whether these peaks are lying on
a same side of a unimodal mode. This coefficient is
determined as:

R2
k = 1−

∑vk+1

i=vk
(hi − yk)2

vk+1∑
i=vk

(hi − h̄)2
. (17)

Two consecutive peaks k and k + 1 are then con-
sidered as lying on an increasing or decreasing side of
a unimodal mode if the data in the interval [vk, vk+1]
are well predicted by a linear model. An illustration is
shown in Figs. 3(b) and (c). In Fig. 3(b), an R-squared
of 0.48% is obtained for the linear model between peaks
14 and 15 as these peaks belong to two different modes.
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Fig. 3: Illustration for the peak merging algorithm:
(a) detected peaks after the searching phase, (b) best fit
model for the interval between peak 14 and 15 and (c)
best fit model for the interval between peak 15 and 16.

Conversely in Fig. 3(c), 96.6% in R-squared for the data
points between peaks 15 and 16 is predicted by the
linear model as these peaks belong to a decreasing side
of mode. Consequently, a peak at sk, k ∈ v, can be
determined as false under the following conditions:
• R2

k is smaller than a pre-defined threshold, and
• its height, hsk , is smaller than either the height of

the previous peak, hsk−1
, or the next peak, hsk+1

.
Algorithm 2 presents the pseudo code for the proposed
peak merging process.
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Algorithm 2 Peak merging
cont← 1

2: while cont > 0 do
j ← 0

4: del←[ ]
Calculate R-squared for all intervals in v

6: for i← 2, (length(v)− 1) do
if peak i is non-dominant then

8: j ← j + 1
del(j)← i

10: end if
end for

12: cont← length(del)
if cont > 0 then

14: v(del)← [ ] . Remove insignificant peaks
end if

16: end while

III. RESULTS AND DISCUSSION

To evaluate performance of the proposed algorithms
in retrieving information of local maxima for peak
detection, histogram analysis, image segmentation and
background removal, various experiments on sunspot
data [27] [28], synthetic data, Berkeley dataset [29]
and MSRA-B dataset [30] have been conducted and
evaluated by using the F-measure as a compromise
between recall and precision. Let tp, tn be the correctly
reported positive and negative results, fp and fn the
falsely reported positive and negative results, the F -
measure for binary classification is calculated as:

F =
2× p× r
p+ r

, (18)

where p and r denote the precision and recall measure
defined respectively as:

p =
tp

tp+ fp
, (19)

r =
tp

tp+ fn
. (20)

For multi-class classification, the macro-averaging tech-
nique [31] is employed to compute the evaluation metrics
FM , pM , and nM as below:

pM =

∑l
i=1

tpi
tpi + fpi
l

, (21)

rM =

∑l
i=1

tpi
tpi + fni
l

, (22)

TABLE I: Detection results on NOAA sunspot number
dataset

Method F p r

SN 0.9787 0.9583 1

FTC 0.9787 0.9583 1

HTFCM 0.5227 0.3538 1

MATLAB 0.9388 0.8846 1

FM =
2× pM × rM
pM + rM

, (23)

where tpi, tni, fpi, fni are the assessment defined for
each individual class Ci (i = 1, .., l), correspondingly.
For performance evaluation, the Histogram Threshold-
ing Fuzzy C-means Hybrid (HTFCM) [22], Fine to
Coarse (FTC) [24], local fuzzy thresholding (FTH) [20],
Slope Difference Distribution (SDD) [9], [25], and the
Superpixel-based Fast Fuzzy C-Means clustering (SF-
FCM) [32] methods as well as the standard MATLAB
function findpeaks are used to compare with our Sum-
mit Navigator (SN) method. For experiments on the
background removal, two binary classification methods,
the Otsu [8] and the Iterative Triclass Thresholding
technique (ITTH) [33], are additionally employed for
comparison.

A. Experiment with sunspot number dataset

Two official datasets of sunspot numbers are first used
in this experiment. The first one is compiled by NOAA
[27]. The second one is obtained from the World Data
Center - Sunspot Index and Long-term Solar Observa-
tions (SILSO) [28]. Each of them consists of more than
3000 data points.

1) Results with the NOAA dataset: The NOAA dataset
is compiled with the sunspot numbers from 1749 to
2009 along with the dates when the maximum sunspot
cycles are recorded. Those dates are employed as the
ground truth to evaluate the performance of the above
algorithms. Figure 4 shows the peaks detected together
with their ground truth. It can be seen that although
all 23 true peaks are extracted by all four methods,
the false positives are different among them. Table I
shows the quantitative results. Both our method and
FTC have only one false positive prior to cycle 1 and
thus score the highest F-measure and Precision. HTFCM
incorrectly detected 42 peaks resulting in the worst F-
measure and Precision which are 0.5227 and 0.3538,
respectively. The MATLAB function findpeaks delivered
a rather good result with 3 false positives resulting
in the F-measure and Precision of 0.9388 and 0.8846,
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TABLE II: Detection results on SILSO sunspot number 
dataset

Method F p r

SN 0.9796 0.9600 1

FTC 0.9796 0.9600 1

HTFCM 0.4948 0.3288 1

MATLAB 0.9600 0.9231 1

respectively. The MATLAB function however requires
meticulously manual tuning of its parameters. Without
that, its F-measure and Precision drop to 0.2 and 0.1111
with 207 incorrect peaks.

2) Results with the SILSO dataset: The SILSO dataset
consists of sunspot numbers from 1749 to 2017 with 24
maximum cycles recorded. Figure 5 shows the detected
and ground-truth peaks. Table II presents the quantitative
results. As all 24 true peaks are detected by the four
methods, their Recall values are all 1. Our method
and FTC however scored the highest F-measure and
Precision with only one false positive recorded compared
to 2 and 49 as in MATLAB function and HTFCM. Again,
the rather good results of MATLAB function were
obtained by limiting the minimal peak-to-peak distance
to 7 years. Nevertheless, the experiments with sunspot
numbers have proved that our algorithm outperformed
the MATLAB function and HTFCM while having the
same accuracy as FTC on large datasets. The results also
indicate that HTFCM may not maintain its efficiency for
peak detection and segmentation tasks as the data length
and number of modes increase.

B. Experiment with synthetic data

To further evaluate the robustness of the proposed
method, synthetic images composed of three objects sub-
ject to increasing Gaussian noise have been generated.
The images have different coefficients of signal to noise
ratio (SNR) defined as:

SNR = 10 log


Nx∑
x=1

Ny∑
y=1

I2(x, y)

Nx∑
x=1

Ny∑
y=1

(
I(x, y)− In(x, y)

)2

 , (24)

where I(x, y) and In(x, y) are the intensity at (x, y) of
the original and noisy images and Nx and Ny are their
width and height, were then used for segmentation. Fig-
ure 6(a) shows the original image while Fig. 6(c) depicts
its histogram in which three objects 1, 2, and 3 and the
background 4 are represented as four isolated modes.
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Fig. 4: Experiment with NOAA Sunspot cycle data:
(a) Ground-truth values, peaks detected by (b) SN, (c)

FTC, (d) HTFCM and (e) MATLAB.
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Fig. 5: Experiment with SILSO Sunspot cycle data:
(a) Ground-truth values, peaks detected by (b) SN, (c)

FTC, (d) HTFCM and (e) MATLAB.

The manually segmented image is shown in colors in Fig.
6(d), which is used as the ground truth to evaluate the
segmentation performance of the participated methods.
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Fig. 6: Reference data for the synthetic test:
(a) Original image, (b) noisy image at 10 dB, (c)

histogram of the original image and (d) ground-truth
image.

In the case of increasing Gaussian noise, the width of
each mode increases leading to the overlapping between
modes and thus decreasing the number of modes found.
Figure 6 (b) shows the noisy image with SNR = 10 dB.
The segmentation results of our method together with
FTC, HTFCM and MATLAB are presented in Fig. 7(a)-
(h). Table III presents the quantitative results. It can be
seen in Fig. 7(b) that our method accurately detects three
modes while FTC introduces an under segmentation with
only two modes found therein. HTFCM and MATLAB
on the other hand demonstrate an over segmentation
with six modes detected as illustrated in Fig. 7(c) and
(d) respectively. As a result, FTC is unable to separate
objects 1 and 2 and objects 3 and 4 as depicted in Fig.
7(f) whereas HTFCM and MATLAB can separate four
objects but also adding extra ones as observed in Fig. 7
(g) and (h). The over segmentation of MATLAB function
is caused by its implementation which tends to overly
detect peaks in histograms if no user-specific condition
is given. In contrast, the problem of FTC is its sensitivity
to noise, as indicated in [25].

Figure 8 presents the plot of F-measure, Precision and
Recall obtained from another experiment in which noise
level varies. It can be seen that all the four methods could
segment well the images of SNR = 15 dB onwards.
At lower SNR, our method however introduces better
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Fig. 7: Segmentation results on the noisy image with
SNR = 10 dB:

Segmented histograms with (a) SN, (b) FTC, (c)
HTFCM and (d) MATLAB, visualized results of (e)

SN, (f) FTC, (g) HTFCM and (h) MATLAB.

TABLE III: Segmentation results on the noisy image
with SNR = 10 dB

Method F p r

SN 0.8315 0.8075 0.8570

FTC NaN 0.2840 NaN

HTFCM NaN NaN 0.4438

MATLAB NaN NaN 0.2343

performance with F1 > 0.8 at 10 dB. This accuracy
level is reached by using FTC and HTFCM at 11 dB, and
MATLAB at 13 dB. The average accuracy of all these
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Fig. 8: Performance comparison in the presence of
Gaussian noise: (a) Precision, (b) Recall and (c)

F-measure.

methods is presented in Table IV, which confirms the
effectiveness of our method compared to FTC, HTFCM
and MATLAB.

TABLE IV: Average segmentation results on synthetic
data

Method F p r

SN 0.9668 0.9688 0.9636

FTC 0.9608 0.9591 0.9628

HTFCM 0.9665 0.9692 0.9638

MATLAB 0.9231 0.9149 0.9201

C. Experiment with Berkeley dataset

To verify the effectiveness of the proposed algorithm
with real life images, we evaluated its performance on
the Berkeley dataset for two tasks, histogram analysis
and image segmentation.
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TABLE V: Comparison between SN and FTC in terms of peak detection on Berkeley images

Image Ground-truth
thresholds

SN FTC

F p r U F p r U

Animal 1 [85, 239] 0.9121 0.9984 0.8396 0.9888 0.8471 0.7492 0.9744 0.9846

Animal 2 [76] 0.9946 0.9996 0.9896 0.9966 0.9946 0.9996 0.9896 0.9966

Animal 3 [35, 166] 0.9897 0.9801 0.9994 0.978 0.9668 0.9374 0.9981 0.9763

Animal 4 [132] 0.9815 0.9678 0.9956 0.9877 0.9323 0.8852 0.9848 0.9808

Human 1 [27, 83, 158, 231] 0.9102 0.8729 0.9508 0.9915 0.7892 0.7307 0.8578 0.9878

Human 2 [109 228] 0.9919 0.9867 0.9972 0.9758 0.9578 0.9239 0.9942 0.9743

Nature 1 [54 180] 0.9942 1 0.9886 0.9989 0.9738 0.9528 0.9959 0.9986

Nature 2 [73 138 238] 0.9822 0.9803 0.984 0.982 NaN 0.2502 NaN 0.9779

Nature 3 [175] 0.9964 0.998 0.9948 0.9623 0.9803 0.9887 0.9719 0.9658

Nature 4 [142] 0.9918 0.9947 0.9890 0.9819 0.9842 0.9783 0.9901 0.9812
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Fig. 9: Image segmentation results. First and second columns: image name and original image. Third to eighth
columns: segmentation respectively by SN and FTC, HTFCM, FTH SDD and SFFCM. Last two columns:

histogram thresholding by SN and FTC. Second row of each image: ground-truth segmentation of the Berkeley
dataset.
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Fig. 10: Image segmentation results. First and second columns: image name and original image. Third to eighth
columns: segmentation respectively by SN and FTC, HTFCM, FTH, SDD and SFFCM. Last two columns:

histogram thresholding by SN and FTC. Second row of each image: ground-truth segmentations of the Berkeley
dataset.
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j

1) Histogram analysis: In this experiment, we se-
lected from the Berkeley dataset a variety of bench-
mark images wherein their histograms can be distinctly 
distributed into different isolated modes. The selected 
images are first m anually s egmented s o t hat t he result 
can be employed as the ground truth for comparison. 
To ensure the accuracy of the manual segmentation, the 
local maxima thresholds are determined based on the 
peak distance and valley obviousness as described in 
[21]. We additionally employ the uniformity measure, 
UI , for the sake of objectivity in evaluation as this 
metric is not dependent on the ground-truth information 
[34]. To compute UI , the test image is first segmented 
by the thresholds determined as the minimum values 
between two adjacent dominant peaks. Let hj (x, y) be 
the intensity value of each pixel (x, y) belonging to the 
segmented region Rj , and Aj be the number of pixels 
in that area. The mean µj and variance σ2 for each
segmented region are then defined as:

µj =
∑

(x,y)∈Rj

hj(x, y)/Aj , (25)

σ2j =
∑

(x,y)∈Rj

(hj(x, y)− µj)2/Aj . (26)

The maximum variance σ2max is then determined based
on the maximum, hmax(x, y), and minimum, hmin(x, y),
intensities of the whole image:

σ2max = (hmax(x, y)− hmin(x, y))2/2. (27)

Let N be the total number of pixels of image I and µjI
is the contribution of region Rj to the measure, which
is given by:

µjI = Ajσ
2
j /Nσ

2
max. (28)

The region uniformity measure of an image is then
obtained by:

UI = 1−
∑
Rj∈I

µjI . (29)

A value of uniformity measure close to 1 represents a
well-segmented image and vice versa. As the HTFCM
and MATLAB always provide an over segmentation in
all of the tested images, these two methods are omitted
in this experiment. Figures 9 and 10 show the original
images and their segmented results obtained by our
method and FTC. It can be seen that both methods
are quite identical in the number of modes selected.
However, the locations of the thresholds estimated by
each method are slightly different. This is explained in
that each mode segmented by FTC is selected based
on the unimodal hypothesis and hence a mode will be

bounded by an interval [a, b] if it follows the increasing
hypothesis on [a, c] and the decreasing hypothesis on
[c, b], where c ∈ [a, b] is the peak location of that mode.
This approach could lead to a wrong segmentation if
two modes are either overlapped or located too far from
each other. This can be seen in the quantitative results
presented in Table V where our algorithm provides not
only a better F-measure value in all test images but also
a higher uniformity measure regardless of the manual
segmentation.

2) Image segmentation: In image segmentation, when
more regions are detected, the variance σ2j of each
segmented region becomes smaller and so does the
contribution of region Rj to the measure. Hence, the
segmentation with more regions often lead to the unifor-
mity closer to 1. For a better measure of the goodness
in this case, we employ F ′ and Q [35] to penalize the
over-segmentation for a large number of very small and
non-homogeneous regions. Those indices are defined as
follows:

F ′(I) =

√∑M
A=1[ρ(A)]1+1/A ×

∑R
j=1

e2j√
Aj

10000×N
, (30)

Q(I) =

√
R×

∑R
j=1

[ e2j
1 + logAj

+
(ρ(Aj)

Aj

)]
10000×N

, (31)

where the normalization factor here is 10000 for a total
of N pixels of the test image, R is the number of detected
regions, ei is the average squared color error of the ith
region, ρ(Aj) is the number of regions that has an area
of exactly Aj , and M denotes the largest region in the
segmented image. A lower value of F ′ and Q represents
a well segmentation and vice versa.

The segmentation results of SN, FTC, HTFCM, FTH,
SDD and SFFCM are shown in Fig. 9 and 10 together
with the ground-truth segmentations from the Berkeley
dataset. It is noted that although the segmentation results
of all methods are close to the ground truth, those of HT-
FCM and FTH are more noisy due to their high number
of detected regions. Figure 11 presents the quantitative
results. It can be seen that SN and FTC outperform
HTFCM, FTH, SDD and SFFCM with the smallest F ′

and Q. Moreover, SN provides a better region uniformity
than FTC for the same number of detected regions.

In another comparison, the performance of all algo-
rithms is evaluated on the whole Berkeley dataset. Out
of 500 images, only segmentation results on 408 images
are considered by ignoring the images for which one of
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Fig. 11: Quantitative results of SN, FTC, HTFCM, FTH, SDD and SFFCM on test images from the Berkeley
dataset: (a) U , (b) F ′ and (c) Q.

the above methods fails to return a segmentation. The
average values of U , F ′ and Q are presented in Table
VI. Therein, SN shows the best homogeneity, but is only
better than FTC and SFFCM in terms of region unifor-
mity. This is consistent with the previous comparison
and implies that the uniformity and homogeneity can be
diverged in image segmentation.

TABLE VI: Average results of U , F ′ and Q on the
Berkeley dataset

Method U F ′ Q

SN 0.9721 0.0129 0.2320
FTC 0.9718 0.0130 0.2331
HTFCM 0.9944 0.0395 0.4360
FTH 0.9886 0.0192 0.2885
SDD 0.9902 0.0149 0.2903
SFFCM 0.9566 0.0161 0.3079

D. Application in background removal

The practicability and superiority of our approach are
now illustrated in the background removal scenario. Its
performance will be compared with the FTC, HTFCM,
FTH, SDD, SFFCM, Otsu and ITTH methods on images
of the MSRA-B dataset [30]. The test images are chosen
to have high contrast, a large number of background
pixels, and different levels of background complexity.
The ground truth for comparison are taken from [36].
As Otsu and ITTH are bi-level thresholding whereas
the others are multiple thresholding, we use the micro-
averaging measure Fµ [31] for a fair evaluation. This
measure treats bigger classes more favourably and can
be calculated as follows:

Fµ =
2pµrµ
pµ + rµ

, (32)

where

pµ =

∑R
i=1 tpi∑R

i=1(tpi + fpi)
, (33)

rµ =

∑R
i=1 tpi∑R

i=1(tpi + fni)
. (34)

Figure 12 presents the background removal results.
Although all methods are able to extract foreground ob-
jects from the background, our method is more accurate
in determining background pixels. While FTC, HTFCM
and FTH overly segment both the object and background
due to a large number of modes/clusters detected, by
comparing with two well-known binarizing algorithms,
Otsu and ITTH, our SN on the opposite returns better
results, even for the cases of more classes involved.
Those results can be confirmed via Fµ values as reported
in Table VII.

E. Discussion

Through extensive experiments with both synthetic
and real datasets, our method is confirmed to be more
accurate and robust than other available methods. The
rationale stems from our two-step searching and merging
mechanism in which dominant peaks are detected with
the best observing location and false positives are recur-
sively filtered with the use of unimodal and linear fitting.
In addition, our method can be adapted for different
applications by tuning the threshold for the coefficient
of determination. Although a fixed threshold T = 0.45
has been used for all the tests taken in this paper, this
value can be tuned for a desired segmentation based on
the smoothness and the size of the input data.

In another note, Table VIII presents the average
processing time of the proposed method together with
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Fig. 12: Background removal results on MSRA-B dataset. First column: image name. Second to third columns:
original and ground-truth image. Fourth to eleventh columns: image segmentation respectively by SN, FTC,

HTFCM, FTH, Otsu, ITTH, SDD and SFFCM.

FTC, HTFCM, MATLAB, FTH, Otsu, ITTH, SDD and
SFFCM on 8-bit images and sunspot data. Those ex-
periments were executed by using MATLAB R2016a on
an Intel(R) Core(TM) i5-5300U CPU @2.30 GHz with
64 bit Windows 7. It can be seen that MATLAB and
HTFCM provide a short processing time due to their
simplicity while Otsu remains the most computationally-
effective for binarization tasks. For image segmentation,
our method performs faster than FTC, FTH, SDD and
SFFCM. However, for peak detection from a time series
data, our method becomes less time-efficient as the size
of the data increases. A parallelized instance of our
algorithm may overcome this problem, which will be
our future work.

IV. CONCLUSION

This paper has presented a novel method, the Summit
Navigator, to automatically and accurately identify true
peaks from multi-modal gray-scale histograms of images
without a priori knowledge of the number of modes
or distance between modes in processing. The proposed
algorithms adopt the tactic in mountain exploration to-
gether with utilizing the density and intensity of the ini-
tial peaks to estimate the best observing location. Based
on this location, the observability index can be computed
to determine dominant peaks. To deal with the false
positive class, a merging mechanism is also introduced
whereby the concepts of unimodal in histograms and
linear model fitting has been combined effectively. The
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TABLE VII: Comparison between SN, FTC, HTFCM, FTH, Otsu, SDD and SFFCM on MSRA-B images

Image SN FTC HTFCM FTH Otsu ITTH SDD SFFCM
Traffic 1 0.8951 0.6564 0.5858 0.4860 0.8535 0.8367 0.6470 0.8089
Traffic 2 0.8969 0.7491 0.7218 0.5933 0.7861 0.8341 0.7535 0.5671
Traffic 3 0.9881 0.4575 0.4583 0.2401 0.9878 0.9882 0.9804 0.9846
Traffic 4 0.8763 0.8743 0.8711 0.5984 0.8796 0.8755 0.8759 0.8886
Newspaper 1 0.9817 0.9804 0.4296 0.6313 0.9404 0.9222 0.8348 0.9834
Corn 0.9673 0.6855 0.5771 0.7301 0.9729 0.9677 0.9523 0.9950
Butterfly 0.8941 0.8800 0.6641 0.5798 0.8550 0.7769 0.7113 0.5936
Flower 1 0.9844 0.7451 0.7198 0.4451 0.9482 0.8793 0.8262 0.9726
Nature 5 0.9656 0.5463 0.4437 0.4463 0.9752 0.9752 0.9650 0.8353
Animal 5 0.9599 0.5435 0.5369 0.5438 0.6307 0.8792 0.5756 0.6624
Animal 6 0.8274 0.6422 0.6435 0.4097 0.6652 0.6691 0.5716 0.6234
Human 3 0.9875 0.9054 0.3382 0.9208 0.8544 0.7840 0.9906 0.9931
Boat 1 0.8040 0.6265 0.5130 0.4762 0.7741 0.7988 0.7588 0.7349
Scissors 0.9649 0.9337 0.3247 0.4930 0.9119 0.8669 0.9642 0.9640
Bird 1 0.7937 0.4824 0.4816 0.3583 0.7617 0.7413 0.8257 0.8470

TABLE VIII: Comparison of processing time in seconds

Method SN FTC HTFCM MATLAB FTH Otsu ITTH SDD SFFCM
Sunspot data 1.4993 1.0505 0.1178 0.0203 N/A N/A N/A N/A N/A
8-bit image 0.1567 0.2952 0.0901 0.0172 3.7839 0.0005 0.0092 0.1655 0.7445

method has been successfully demonstrated on reputable
datasets and indicated outperformance over the existing
approaches, such as FTC, HTFCM, MATLAB, Otsu,
FTH, ITTH, SDD and SFFCM in terms of accuracy
and robustness. This can lead to promising applications
in vision-based diagnostics, particularly in robotics and
automation systems for surface inspection.
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