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Abstract.—Amino acid substitution models play a crucial role in phylogenetic analyses. Maximum likelihood (ML) methods
have been proposed to estimate amino acid substitution models; however, they are typically complicated and slow. In this
article, we propose QMaker, a new ML method to estimate a general time-reversible Q matrix from a large protein data set
consisting of multiple sequence alignments. QMaker combines an efficient ML tree search algorithm, a model selection for
handling the model heterogeneity among alignments, and the consideration of rate mixture models among sites. We provide
QMaker as a user-friendly function in the IQ-TREE software package (http:/ /www.iqtree.org) supporting the use of multiple
CPU cores so that biologists can easily estimate amino acid substitution models from their own protein alignments. We used
QMaker to estimate new empirical general amino acid substitution models from the current Pfam database as well as five
clade-specific models for mammals, birds, insects, yeasts, and plants. Our results show that the new models considerably
improve the fit between model and data and in some cases influence the inference of phylogenetic tree topologies.[ Amino
acid replacement matrices; amino acid substitution models; maximum likelihood estimation; phylogenetic inferences.]

Amino acid substitution models are crucial for model-
based phylogenetic analyses of protein sequences,
including for maximum likelihood (ML) and Bayesian
inference approaches. The most commonly used protein
models are Markov processes summarized in a 20-by-
20 replacement matrix, denoted as Q, which describes
the rates of substitutions between pairs of amino
acids. Because they have so many parameters, Q
matrices are computationally very expensive to estimate.
Together with the fear of model overfitting, they are
not usually estimated during a phylogenetic analysis
of a single amino-acid multiple sequence alignment
(MSA). Instead, the best Q matrix for each locus
in a multilocus MSA is usually selected from a set
of pre-estimated Q matrices using model selection
software such as ModelFinder (Kalyaanamoorthy
et al. 2017), ModelTest (Darriba et al. 2019), or
PartitionFinder (Lanfear et al. 2017). Estimating Q
matrices from large collections of empirical MSAs, where
one derives the so-called empirical Q matrix that jointly
explains substitution patterns across all MSAs, remains
challenging both because the task is computationally
expensive, and because there is no user-friendly
software implementation that facilitates the task. As
a result, the publication of new empirical Q matrices
remains infrequent, and empirical phylogeneticists
rarely estimate their own Q matrix even in those cases
where they have sufficient data.

The first empirical Q matrices, Dayhoff (Dayhoff
et al. 1978) and JTT (Jones et al. 1992), were estimated
using the Maximum Parsimony (MP) principle. This
approach was based on counting the minimum number
of amino-acid changes along a phylogeny required to

explain the MSA. The MP approach was known for
underestimation of the true number of multiple amino-
acid substitutions on single branches of the tree (Whelan
and Goldman 2001). Although Dayhoff et al. (1978) and
Jones et al. (1992) employed some adjustments to reduce
this limitation, the problem remained to some extent.
The advent of ML methods led to further improvements
in addressing this issue. In ML, one estimates the Q
matrix that maximizes the joint likelihood of observing a
large collection of MSAs given independently estimated
tree topologies for each MSA. The most widely used Q
matrices, WAG (Whelan and Goldman 2001) and LG
(Le and Gascuel 2008), were estimated using the ML
approach. These matrices substantially improved model
fit on a range of MSAs compared with the older matrices.
However, the methods used to estimate the LG and
WAG matrices used several approximations to make the
analyses computationally feasible. For example, Whelan
and Goldman (2001) ignored rate heterogeneity across
sites (RHAS), although this phenomenon is widely
observed in empirical MSAs. Le and Gascuel (2008) later
improved this method by incorporating RHAS with a
discrete Gamma distribution (Yang 1994) but using a site-
rate partition model instead of the originally designed
mixture model. Moreover, the Pfam database (Bateman
et al. 2002) used to estimate LG has now increased 8-
fold (El-Gebali et al. 2019). As the most widely used
Q matrices were estimated more than a decade ago,
improvements in the available data and phylogenetic
inference methods suggest that it might be possible to
estimate improved Q matrices.

Recent attention has shifted towards mixture models
(Le et al. 2008; Wang et al. 2008; Le and Gascuel 2010;
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FIGURE 1.~ Schematic overview of QMaker consisting of five main steps: 1) initialize the current best replacement matrix QBT as LG and the
set of candidate matrices as WAG, LG, and JTT; 2) for each alignment D; from the total n alignments, find the best-fit matrix Q; (chosen from
the list of candidate matrices), the rate heterogeneity across sites model R;, the best-fit tree topology T; and the estimated branch lengths A; (not
shown in the figure); 3) maximize the joint log-likelihood to obtain a new matrix QNEW that best explains all D;; 4) if the Pearson correlation
between QPBEST and QNEW g higher than 0.999, return ONEW a5 the best matrix for the data; and 5) otherwise, replace QBEST by QNEW extend

QNEW

the set of candidate matrices with and go back to Step 2.

Le et al. 2012). In standard (i.e., nonmixture) models,
different Q matrices may be applied to different sites
(often called ‘partitioning’), but the likelihood of each
site in the alignment is only ever calculated under a
single Q matrix. In contrast, with a mixture model, the
likelihood of every site in the alignment is calculated
under a preassigned range of different Q matrices (the
mixture), and these likelihoods are combined into a
joint likelihood of the site under this mixture. However,
despite their attractive properties, mixture models are
still employed far more rarely in empirical analyses than
their single Q matrix counterparts, probably because
only a limited number of phylogenetic software tools
support mixture models as standard, and because
mixture models remain computationally more intensive
to use than single-matrix models. For example, the
papers that introduced the three most popular single-
matrix models (LG, WAG, and ]JTT) were cited a
total of 916 times in 2019, while the papers that
introduced the three most popular mixture models
(LG4X, CAT60, and EX) were cited a total of 39
times in the same year according to Google Scholar.
In this study, we focus on improving the methods
used to estimate single Q matrix models. We then
estimate a suite of new single Q matrices, which can be
combined together to form mixture models using the
IQ-TREE software. Our methodological improvements
for estimating single-matrix models lay the groundwork
for future improvements in the estimation of explicit
mixture models such as the LG4X model.

Here, we present QMaker, an ML method and
software implementation which estimates an empirical
Q matrix for any set of protein MSAs. Figure 1
shows a schematic overview of the QMaker workflow
(see Materials and Methods for full details). QMaker
improves upon previously published ML procedures
on a number of fronts (Table 1). These include the use
of the efficient ML tree search algorithm of IQ-TREE
(Nguyen et al. 2015), consideration of a distribution-
free model of RHAS (Kalyaanamoorthy et al. 2017),
full usage of the rate mixture model, support for
multiple CPU cores, and an explicit separation of
training and testing data. Furthermore, we provide an
easy-to-use implementation of QMaker as part of the
IQ-TREE software package (http:/ /www.iqtree.org). We
employed our new software to estimate and compare
six new amino acid replacement matrices: one general
matrix based on version 31 of the Pfam database, and
five clade-specific matrices for mammals, birds, insects,
yeasts, and plants. We show that the new matrices not
only fitbetter to the data but also influence the topologies
of inferred trees.

MATERIALS AND METHODS

Data Sets Used for Training and Testing

We downloaded a total of 16,712 Pfam MSAs from
version 31 of the database (El-Gebali et al. 2019), removed
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TaBLE 1.  Feature comparisons between QMaker and two previously published estimation procedures (Whelan and Goldman 2001; Le and
Gascuel 2008)
Feature Whelan and Goldman Le and Gascuel QMaker
Tree reconstruction Neighbor-joining (Saitou and PhyML (Guindon and Gascuel =~ IQ-TREE (Nguyen et al. 2015) with best-fit

Nei 1987) with Dayhoff+F 2003) with WAG+T4 model model
distances
Branch length estimation Scaled on JTT+F ML estimate ML estimate
Rate heterogeneity across No Gamma model (Yang 1994) Gamma (Yang 1994), invariant site (Gu

sites

Algorithm to optimize the Expectation maximization

Expectation maximization

et al. 1995), and free rate model
(Kalyaanamoorthy et al. 2017)
Broyden-Fletcher-Goldfarb-Shanno

ML parameters (Fletcher 1987)
Multicore CPU support No No Yes
Explicit separation of No No Yes

training and testing data

TABLE2.  Summary of the data sets used to estimate new amino-acid replacement matrices

Data set References Seqgs Sites Loci Training Testing
Pfam El-Gebali et al. (2019) 1,150,099 3,433,343 13,308 6654 6654
Plant Ran et al. (2018) 38 432,014 1308 1000 308
Bird Jarvis et al. (2015) 52 4,519,041 8295 1000 x 2 6295
Mammal Wu et al. (2018) 90 3,050,199 5162 1000 x 2 3162
Insect Misof et al. (2014) 144 595,033 2868 1000 1868
Yeast Shen et al. (2018) 343 1,162,805 2408 1000 100 seqs 1408

For each data set, we randomly subsampled half (Pfam) or 1000 MSAs (others) as the training set and remaining loci as the test set. For bird and
plant data sets, we used two nonoverlapping training sets to examine the effect of random subsampling. For the yeast data set, we additionally
subsampled 100 sequences from the training set due to the excessive computational burden.

identical sequences from each MSA and only retained
MSAs having between 5 and 1000 sequences and at least
50 sites. This leaves us with 13,308 remaining MSAs,
denoted as the Pfam data set. We randomly divided
the MSAs into two groups and used one half as the
training set and the other half as the test set. Moreover,
we downloaded five data sets for plant (Ran et al.
2018), bird (Jarvis et al. 2015), mammal (Wu et al. 2018),
insect (Misof et al. 2014), and yeast (Shen et al. 2018).
For each of these data sets, we randomly selected 1000
loci as the training set and used the remaining loci as
the test set. For the bird and mammal data sets, we
used two nonoverlapping training sets to examine the
effect of random test-set selection. For the yeast training
set, we additionally subsampled to 100 taxa from the
alignment due to the excessive computational burden of
estimating the Q matrix from the alignment containing
all of the taxa in this data set. The training set was
used to estimate Q and while the test set is used to
compare the model fit between the estimated Q. Details
of the data sets are summarized in Table 2. All data are
available from the supplementary material available at
https:/ /doi.org/10.6084 /m9.figshare.9768101.

Model of Amino Acid Substitutions

The model of amino acid substitutions follows the
continuous Markov process that is stationary, reversible,
and homogeneous. This process is summarized in a 20-
by-20 rate matrix Q, that describes the rate of change
from one amino acid to another per time unit. Because of
the reversibility assumption, entries of Q can be written

as the product of the symmetric exchangeability rates

(r,-]-) and the amino-acid frequencies (ni):

- r1,2m2 11,373 ... 7'1,20720
r1,2mT - 72,373 ... 1220720

Q= 71,371 12,372 - -+ 13,20720

71,2071 12,2072 32073 ... -

where the diagonal entries of Q are chosen such that its
row sums equal 0. Before Q is used for tree inference, it
is divided by the normalization factor p (IQ-TREE will
do this automatically):

20
= —Z“i%i»
i=1

where g;; is the diagonal entries of Q, so that the
total number of substitutions is 1. Because of this
constraint and also 21221 nj=1, we have 189 free
exchangeability parameters r;; and 19 free amino-acid
frequency parameters, which can only be reliably
estimated from a large amount of data, such as the
BRKALN (Jones D., unpublished data) and Pfam (El-
Gebali et al. 2019) alignment databases. Quite often the
amino acid frequencies can be empirically estimated
from the data set at hand, denoted by “+4FE.” For
example, the WAG+F model uses the exchangeability
rates defined by WAG but amino acid frequencies from
the current MSA.
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TaBLE 3.  Existing amino-acid replacement matrices
Matrix Reference Genomic regions
Blosum62 Henikoff and Henikoff (1992) General
Dayhoff Dayhoff et al. (1978) General
JIT Jones et al. (1992) General
LG Le and Gascuel (2008) General
PMB Veerassamy et al. (2003) General
VT Muller and Vingron (2000) General
WAG Whelan and Goldman (2001) General
mtArt Abascal et al. (2007) Mitochondrial
mtMam Yang et al. (1998) Mitochondrial
mtRev Adachi and Hasegawa (1996) Mitochondrial
mtZoa Rota-Stabelli et al. (2009) Mitochondrial
mtMet Le et al. (2017) Mitochondrial
mtVer Le etal. (2017) Mitochondrial
mtlnv Le et al. (2017) Mitochondrial
cpRev Adachi et al. (2000) Chloroplast
FLU Cuong et al. (2010) Viral
HIVb Nickle et al. (2007) Viral
HIVw Nickle et al. (2007) Viral
rtREV Dimmic et al. (2002) Viral

Model of Rate Heterogeneity across Sites

It is well known that MSA sites may have evolved at
different rates. The so-called rate heterogeneity across
sites (RHAS) has been typically modeled by a discrete
Gamma distribution (Yang 1994) w/o a proportion of
invariable sites (Gu et al. 1995). For example, LG+I+T
means that while all sites follow the LG exchangeability
matrix, a fraction of sites is invariable (i.e., with zero
evolutionary rates due to e.g. selective pressure) and the
rates of the remaining variable sites follow a Gamma
distribution.

Recently, it has been shown that a distribution-free rate
model frequently provides a better fit than the Gamma
model (Kalyaanamoorthy et al. 2017). The distribution-
free rate model allows several site-rate categories,
where the rates and proportions of each category are
independent from one another and are estimated from
the data. Hence, we do not assume any prior distribution
of rates across sites.

Estimating a Joint Replacement Matrix from a Protein Data
Set

We now introduce a new method to estimate a
replacement matrix Q from a database of protein MSAs
D={Dj,...,Dy}. Here, we want to find a single Q
that best explains, in terms of ML, the pattern of
amino acid substitutions for all MSAs. We denote by

M= QWAG,QLG, ] the set of candidate replacement

matrices (Table 3).

We first determine, for each D;, the best-fit matrix Q; €
M, the best RHAS model R; (e.g., I+I" and R5) using
ModelFinder (Kalyaanamoorthy et al. 2017), and the ML
tree T; with the set of branch lengths A; using IQ-TREE
(Nguyen et al. 2015). Next, we fix R;, T; and A; to estimate
the Q that maximizes the total log-likelihood across all

MSAs in D:

£(Q)=> _logL(QITi. A;,R;, D;). 1)

i=1

To estimate the 208 parameters of Q (189
exchangeabilities r;; plus 19 frequencies 7;), we use the
Broyden-Fletcher-Goldfarb—Shanno (BFGS) algorithm,
an iterative, hill-climbing method, specifically for
solving unconstrained nonlinear optimization problem
(Fletcher 1987). This optimization results in an estimate
of a new rate matrix denoted as QNEW . Some MSAs may
now show QNEW as the better-fit model. Therefore, we
extend the set of candidate rate matrices by QNEW and
repeat the procedure above to re-estimate Q;, R;, T;, A;

The overall workflow of QMaker is as follows (Fig. 1):

1. Initialize the set of candidate replacement matrices
as M:= {QWAG, QLG QITT ] and the current best

matrix as QBEST:=QLG. Here, we use three
commonly used matrices to initialize M, but in
principle M can be initialized with any set of
matrices.

2. For each MSA D;, find the best-fit matrix Q; €
M, rate heterogeneity across sites model R; and
estimate the ML tree T; with branch lengths A;
based on Q; and R; (note that an edge-linked
model sharing the topology is used for the five
clade-specific data sets estimated below). Step 2 is
necessary to obtain the initial topology and branch
lengths for every locus, with which the new Q
matrix are then estimated in Step 3.

3. Given R; and Tj, jointly estimate Q and A;
that maximizes the log-likelihood function (1),

resulting in a new replacement matrix QNEW.
Specifically,

(a) estimate Q given R;,T;, and A;
(b) estimate A; given R;,T;, and Q

(c) if the log-likelihood of Q and A; is increased
more than 0.1 (compared to the log-likelihood
of previous Q and A;), go to Step 3b,
otherwise, go to Step 4.

4. Following Le and Gascuel, let p be the Pearson
correlation coefficient between QBEST and QNEW,
If p>0.999,report QNEW as the best replacement
matrix for the database D and stop. Otherwise, go
to Step 5.

5. Assign QBEST.— ONEW " add QNEW {0 the set of

candidate matrices: M :=MUQNEW, and go back
to Step 2.
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Comparisons with Previous Estimation Procedures

Compared with the ML procedures used to estimate
WAG (Whelan and Goldman 2001) and LG (Le and
Gascuel 2008), QMaker has a number of differences
(Table 1). Among others, Whelan and Goldman (2001)
omitted rate heterogeneity across sites and employed
neighbor-joining trees for computational -efficiency.
Le and Gascuel (2008) improved this method by
incorporating the I' model of rate heterogeneity and
inferring the ML tree with PhyML (Guindon and Gascuel
2003). However, they did not use the original T' as
a mixture model when estimating Q. Rather, they
partitioned the sites in each D; into their most likely rate
category resulting in four sub-MSAs for each D;, and
essentially applied the method of Whelan and Goldman
to derive the Q matrix from the expanded D.

Here, QMaker improves both methods by i)
additionally considering the free rate and invariant site
mixture models; ii) inferring the ML tree with IQ-TREE,
which has been shown to outperform PhyML (Guindon
and Gascuel 2003) and other software (Zhou et al.
2018); and iii) directly optimizing the log-likelihood
function (1) to obtain Q instead of aforementioned
approximations.

We note that because log-likelihoods are summed
across sites, larger genes may have more influence on the
model parameters than smaller genes. However, given
that Q matrices are typically estimated from large data
sets comprising a large number of genes, it is unlikely
that any single gene will have an undue influence on
the model. Regardless, summing likelihood across sites
ensures that every site in the analysis is treated with
a weight proportional to the amount of information it
contains.

Software Implementation

We provided an implementation of QMaker as part of
the IQ-TREE software version 2.0-rcl. The entire training
stage for the Pfam data set can be accomplished with just
two command lines. The first one is

igtree -S ALN DIR -nt 48

to find the best-fit models and ML trees for all MSAs
residing inthe folder ALN_DIR; -nt optionistospecify
the number of CPU cores. Note that for this study,
due to the excessive size of the Pfam training set, we
additionally used two options: -mset LG, WAG,JTT to
consider only these three modelsand -cmax 4 torestrict
up to four categories for the rate heterogeneity across
sites model. The second command line is

igtree -S ALN DIR.best model.nex -nt
48 -te ALN DIR.treefile --model-joint
GTR20+FO

to perform Step 3 of estimating the replacement
matrix (GTR20 for general time reversible model
with 20-state data), given the best models
(ALN DIR.best model.nex) and best trees
(ALN _DIR.treefile) found above.

For the five clade-specific data sets, to count best-fit
models we performed an edge-linked partition model,
which assumes a single tree topology and rescales edge
lengths across the loci. This model was shown to best
balance between schemes of model parameterization
(Duchene et al. 2019). For this purpose, the -S option
is changed to -p.

To test the model fit of the trained Q matrices
we ran ModelFinder (Kalyaanamoorthy et al. 2017) as
implemented in IQ-TREE:

igtree -S TEST DIR -m MF -mset
JTT,WAG,LG,Q.pfam,
Q.plant,Q.bird,Q.mammal,Q.insect,Q.yeast,

where TEST_DIR is a directory containing the testing
MSAs.

REsSULTS

QMaker Outperforms Existing Estimation Methods

To establish whether the approach, we propose here
improves upon previously suggested approaches, we
compared QMaker (Fig. 1; Materials and Methods) to
the method used to estimate the LG matrix (Le and
Gascuel 2008) on the same training data. Because both
methods use the same data to estimate a Q matrix, any
differences between the matrices must be due solely to
the estimation procedure.

To compare the two approaches, we first obtained
the training set of 3412 Pfam MSAs originally
used to estimate the LG matrix (http://www.
atgc-montpellier.fr/models/index.php?model=lg) and
then applied QMaker to estimate a new Q matrix from
these data. We called the resulting matrix Q.LG to
reflect the origin of the data set. QMaker took about
28 h wall-clock time using 36 CPU cores on a 2.3-GHz
server to estimate Q.LG.

To compare the performance of the LG and Q.LG
matrix, we asked how frequently each matrix was
selected as the best-fit model for the 500 test MSAs
originally used to test the LG matrix (Le and Gascuel
2008). To do this, we calculated the best-fit model for each
MSA from a set of four candidate Q matrices comprised
of the two comparator matrices LG and Q.LG, plus
two other frequently used matrices: WAG (Whelan and
Goldman 2001) and JTT (Jones et al. 1992). Q.LG was the
most frequently selected matrix (246 MSAs), followed by
LG (166 MSAs), WAG (55 MSAs), and JTT (33 MSAs).
If we focus only on the relative fit of Q.LG and LG, we
find that Q.LG is the best-fit model for 281 MSAs (56%)
while LG is the best-fit model for 219 MSAs (44%), again
confirming that the Q.LG model slightly outperforms
the LG model on these data. Among the 246 MSAs that
Q.LG is the best, 84 showed that Q.LG is significantly
better the other three matrices (LG, WAG, and JTT)
according to the approximately unbiased (AU, P <0.05)
test (Shimodaira 2002). The AU test is appropriate here
because all of the models being compared have the
same number of parameters. The AU compares the site
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likelihoods calculated under each model to ask whether
the likelihoods from the better model significantly better
than those from the worse model. The AU test was done
using consel package (Shimodaira and Hasegawa 2001;
Shimodaira 2002).

To better understand which of the differences between
the method used to estimate the LG matrix and QMaker
most contributed to QMaker improved performance,
we benchmarked three key differences between the two
methods: i) tree reconstruction, ii) models of RHAS,
and iii) parameter optimization technique (Table 1). To
evaluate the contribution of each of these improvements,
we replace each improvement with the approach
previously used in the LG procedure. For example, to
evaluate our improved approach to tree reconstruction,
we changed the tree reconstruction method to use
PhyML (Guindon and Gascuel 2003) instead of IQ-TREE
while keeping the rest of the pipeline unchanged. This
resulted in three new Q matrices, which we name for
the component that they were estimated to benchmark:
1) Qtree, i1) Qryas, and iii) Qgpm. On the 500 test MSAs,
Q.LG isbetter than Qiree, Qruas, and Qg for 343 (69%),
331 (66%), and 294 (59%) MSAs, respectively. This reveals
that the improvements in tree reconstruction and the
modeling of rate heterogeneity across sites led to the
largest improvements for QMaker, and that changing
the optimization technique had the smallest but still
nonnegligible influence.

These results demonstrate that the QMaker method
substantially improves the fit between models and data
compared to previous estimation procedures. For the
sake of reproducibility, we provide the Q.LG matrix in
the Supplementary material. We do not, however, intend
for the Q.LG matrix to be widely used, as it is estimated
from a now-outdated version of the Pfam database.

Larger Amino Acid Databases Improve Model Fit, but
Primarily to Target Alignments

Given these improvements we applied QMaker to
estimate a new amino-acid substitution matrix from the
latest version of the Pfam database, and call the resulting
matrix Q.pfam. We estimated Q.pfam from a training set
of half of the MSAs (6654 MSAs in total) available in Pfam
database version 31 (El-Gebali et al. 2019), reserving the
remaining half of the database as a test set with which to
compare Q.pfam to three previously estimated matrices
(LG, WAG, and JTT).

Q.pfam outperformed other matrices on the test
MSAs. Q.pfam was the most frequently selected matrix
in 40.7% of the test MSAs, followed by LG (35.5%), JTT
(14.7%), and WAG (9.1%).

We further tested the new matrix on a collection
13,041 single-locus MSAs from five recently published
phylogenomic data sets (Table 2). To do this, we
compared the fit of the same four models (Q.pfam,
LG, WAG, and JTT) to each of the 13,041 empirical
MSAs. Surprisingly, the most commonly selected matrix
across all 13,041 MSAs was JTT (74.9%), followed by
LG (5.9%), Q.pfam (3.0%), and WAG (2.0%). The JTT
matrix was the most commonly selected matrix for three

out of the five data sets (birds, plants, and mammals;
Appendix Fig. 1), and the LG matrix was the most
commonly selected matrix for the remaining two data
sets (insects and yeasts; Appendix Fig. 1). This shows that
amino acid models estimated from the Pfam database
(Q.pfam, LG) often fail to provide the best fit to MSAs
used for phylogenomic inference on commonly studied
clades.

Five New Clade-Specific Q Matrices Improve Model Fit on
Phylogenomic Data

The surprisingly poor fit of Pfam-based matrices
(Q.pfam, LG) to the empirical MSAs of birds, mammals
and plants, combined with the high variation in the
identity of the best model in each data set, suggests
that there may be substantial between-clade variation
in the way that proteins used for phylogenetic inference
evolve. If this is the case, then accounting for this by
estimating independent Q matrices for each clade should
improve model fit. To test this, we estimated a clade-
specific Q matrix for each of the five phylogenomic
data sets of nuclear sequences (Table 2): Q.plant, Q.bird,
Q.mammal, Q.insect, and Q.yeast. For each data set, we
used 1000 training MSAs to estimate the Q matrix, and
the remaining MSAs from each data set as test sets (see
Materials and Methods for more details). The time taken
to estimate these matrices depended on the size of the
loci and the number of taxa in the data set, but using 15
CPU cores on a 2.3 GHz server the times ranged from 68
h for the plant data set to 385 h for the insect data set.

Figure 2 shows the frequency with which each of the
six new (Q.pfam, Q.plant, Q.bird, Q.mammal, Q.insect,
and Q.yeast) and three existing (JTT, WAG, and LG)
matrices were selected as the best-fit for the six test
sets. As expected, the best fit Q matrix for each test
set was the Q matrix estimated from the corresponding
training set, although the strength of the association
varied widely among test data sets. For example, Q.plant
was the best model for 92.2% of plant test MSAs, with
the next best model selected for fewer than 5% of test
MSAs. But Q.pfam was only selected as the best model
for 34.1% of the Pfam test MSAs, with the next best
model (LG) selected for 24.2% of MSAs. These results
are likely driven in part by the fact that the set of models
we considered included many models that are similar to
Q.pfam (e.g., LG and WAG), but few that are similar to
Q.plant.

We then applied the approximately unbiased (AU, P <
0.05) test (Shimodaira 2002) to count how frequently each
clade-specific model is significantly better than Q.pfam
on the corresponding test set. The results (Table 4)
show that in the overwhelming majority of cases, the
clade-specific model fits the data significantly better
than the Q.pfam model. Remarkably, this is even the
case for the Q.yeast matrix, which is highly similar
to the Q.pfam matrix (Pearson correlation =0.982) but
has 135/190 exchangeabilities smaller than those of
Q.pfam (Appendix Fig. 2). This reveals that even small
differences in the Q matrix can lead to statistically
significant differences in model fit.
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TaBLE4. Likelihood comparisons between Q.pfam, Q.plant, Q.bird,
Q.mammal, Q.insect, and Q.yeast

Compared model Q.pfam is better Compared model is better
Q.plant 4(1) 304 (288)

Q.bird 468 (110) 5827 (5106)
Q.mammal 94 (24) 3068 (2872)
Q.insect 222 (62) 1646 (1291)
Q.yeast 72 (25) 1336 (1227)

Note: The second column shows the number of alignments having
higher likelihood with Q.pfam than the comparing model and
the number of alignments with significantly higher likelihood in
parentheses (AU test, P <0.05). The third column shows the number
of alignments where the compared model has higher likelihood than
Q.pfam, with the number of significant cases in parentheses.

Principle Components Analysis Reveal the Landscape of
Amino Acid Models

We used principle components analysis (PCA) to
compare the properties of the six new amino acid
models presented here to 19 previously estimated
models (Table 3). The PCA plot of the Q matrices
(Fig. 3a) shows a clear separation between matrices
inferred from the nuclear, mitochondrial, chloroplast
and viral genomes and the clade-specific matrices,
with the clade-specific matrices falling between the
mitochondrial and viral matrices, and the two Pfam-
based matrices (LG, Q.pfam) in close proximity. The
PCA plot of the models” amino acid frequencies (Fig. 3b)

reveals that most of the variation among frequency
vectors comes from differences between and within
the viral and mitochondrial models, with more limited
separation between the clade-specific matrices (Q.bird,
Q.plant, Q.insect, Q.mammal, and Q.yeast) and the
general-purpose matrices (LG, WAG, JTT, and Q.pfam).

Figure 4 shows visual comparison of exchangeabilities
between LG and six new models. We found that,
as expected, Q.pfam and LG are highly correlated
(Pearson correlation =0.990) but many exchangeabilities
of Q.pfam are larger than those of LG (137/190). In
particular, all exchangeabilities involving Cysteine (C)
or Proline (P) are larger for Q.pfam while many entries
involving Tryptophan (W) are a little larger for LG.
Q.pfam is also highly correlated to Q.yeast (Pearson
correlation =0.982). Supplementary Table S1 shows
correlation values between six new matrices and 20
existing matrices.

Incorporating the New Matrices into Model Selection
Changes Locus-Tree Inference

To examine whether the six new matrices, we propose
here affect the inference of phylogenetic trees, we asked
how often the new matrices affected the phylogenetic
tree when they were selected as the best model. For
each single-locus MSA in each data set, if one of the
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Q.pfam, Q.plant, Q.bird, Q.mammal, Q.insect, or Q.yeast.
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new models was selected as best model, we inferred
the ML tree using the new model which we denoted
Thew. We then compared this tree to the tree inferred
for the same MSA using the best-fit model among
JTT, WAG, and LG, which we denoted T,;;. Differences
between Tyep and T,y could come from two sources:
the effects of using a different amino acid substitution
model or the stochasticity in tree search. The stochasticity
in tree search arises because each gene is short, hence
the phylogenetic signal islow, therefore the estimate of
the ML tree can be somewhat unstable such that two
different runs may produce different trees. To decouple
these two factors, we performed another independent
tree search to infer T,y in the same way as we
inferred T,y but using a different random-number seed.
If T,y is different from T, then the difference is
merely due to tree search stochasticity. For each data
set, we then compared the distribution of normalized
Robinson-Foulds (nRF) (Robinson and Foulds 1981)
distances between Tyep and T,y to the distribution
of the nRF distances between T,; and T, (Fig. 5,
left-hand column). The extent to which nRF distances
between Ty and Ty are larger than those between Ty
and T, indicates the extent to which the new model
affects tree inference, independently of stochasticity in
the tree search. We used normalized RF distance, which
is RF divided by 2*(n—3 ), where n is the number
of taxa, because this procedure allows us to compare
tree distances between data sets with different numbers
of taxa. nRF distances always scale between 0 and 1,
regardless of the number of taxa. To ensure that this
procedure works as we expect, we also made the same
comparisons in cases where the best-fit model was not
one of the new matrices we infer here. In this case, Tjew,
Ty, and Ty are all inferred from the same model
such that all differences between the trees are due to
stochasticity in the tree search. As a result, we expect in
this case that the distribution of nRF distances between
Tnew and T,y should be the same as the distribution
between T,y and T4 (Fig. 5, right-hand column).

Figure 5 confirms that the nRF distances between T';ey
and T,y are moderately higher than those between T,;;
and T,4p, indicating that using the newly proposed (and
better fit) models changes locus tree topologies in every
data set. In fact, the two distributions are significantly
different for all data sets (P <0.001 from a Kolmogorov—
Smirnov test comparing the two distributions in each
data set), indicating that the new models of evolution
affect a nontrivial number of single-locus tree topologies
in every data set. Of note, Figure 5 shows that in some
data sets the topologies of a large number of loci differ
considerably depending only on the random-number
seed. For example, in both the Bird and Insect data
sets, a considerable fraction of the topologies differ by
more than half of the splits in the tree (NRF >0.5).
Manual inspection of a subset of these loci revealed that
they tend to be very short and uninformative loci, such
that many splits in the gene trees are supported by no
substitutions and so resolved randomly depending on
the random-number seed.

We also looked at the tree lengths of Tyew and Ty
and found that Ty is often longer than T,y (Table 5).
For example, on the Plant test set, Ty is longer than
Toig in 293/308 cases. The average length of Ty and
Tyg are 5104 and 4.665, respectively, suggesting that
the new matrices allow us to infer, on average, 9.4%
more substitutions than the existing matrices. This
increase in branch length results from the combination
of the changes in the transition rates and the amino
acid frequencies, because the new trees were estimated
using both the new transition matrix and its associated
empirical amino acid frequencies.

The cases we discuss here are those in which the
information-theoretic approaches (here we use the BIC)
suggest that the new models are a better fit to the data
than the old models. Since, we should prefer the tree
topologies and branch lengths estimated under the best
model we have, to the extent that information-theoretic
approaches to model selection in phylogenetics are
accurate (Sullivan and Joyce 2005), our results suggest
that the custom-matrices we infer with QMaker make
meaningful improvements to both the topologies and
branch lengths of a large number of inferred single-locus
trees. These differences are likely to impact downstream
analyses such as molecular dating and species-tree
estimates. For example, species trees estimated with the
Multi-Species Coalescent (MSC) model in software such
as ASTRAL can be sensitive to relatively small changes
in the gene trees used as input data (Sayyari et al. 2017).
It is therefore plausible that using improved models
of sequence evolution like those that we estimate in
this study could have effects on the species trees and
divergence dates estimated from amino acid data.

DiscussioN

In this study, we describe and implement QMaker, an
easy-to-use tool to estimate an amino acid replacement
matrix Q for any data set of one or more amino-
acid alignments. Phylogenetic inference from amino
acid alignments relies heavily on precomputed Q
matrices. It is a little surprising, therefore, that new
Q matrices are published relatively infrequently (e.g.,
Table 3), particularly in the age of phylogenomics
when an increasing number of studies collect sufficient
data to reliably estimate a Q matrix. We hope that
the development of QMaker will democratize the
inference of Q matrices, and that this will lead to
concomitant improvements in phylogenetic inference
and our understanding of molecular evolution. Similarly,
we hope that the publication of five new Q matrices for
some highly studied clades will improve phylogenetic
inference for those clades.

The approach we implement in QMaker builds on
previously described approaches (Whelan and Goldman
2001; Le and Gascuel 2008), and our analyses reveal that
it improves on them in terms of model fit to the data.
We applied QMaker to estimate one general-purpose Q
matrix and five clade-specific Q matrices for mammals,
plants, birds, insects, and yeasts. We showed that they
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FIGURE 5. Distributions of normalized Robinson-Foulds (nRF) distances between the trees inferred by new and existing (JTT, WAG, or LG)
models. The left-hand column indicates distributions where the best-fit model is one of the new models inferred in this study and shows that
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distributions are much more similar to each other, as expected, if the best-fit model is one of the existing models (JTT, WAG, or LG; right-hand
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12 SYSTEMATIC BIOLOGY

TaBLES. Theaverage lengths of trees inferred using new Q matrices
(Thew) and that using existing matrices (To11)

Data set Thew Tola Thew > Tola
Plant 5.104 4.665 293/308

Bird 2.341 2.276 4698/6295
Mammal 6.091 5.786 2509/3162
Insect 39.873 38.291 1198/1868
Yeast 86.761 83.606 1057 /1408

Note: The last column shows the number of cases when T, is longer
than T,;/ the total number of cases.

not only improve the fit between the model and the
data but also influence the tree topologies. We note
that inferring topologies for some specific organisms
is not the main focus of this article. Practitioners are
encouraged to use QMaker to infer new Q matrices and
phylogenies for their own data of interest. All of the
new matrices are now implemented in IQ-TREE version
2 (Minh et al. 2020) and incorporated as part of the
model selection procedure, and the data necessary to
implement all matrices in other phylogenetic software
packages are provided in Supplementary material.

When estimating a new empirical model of amino acid
substitution, itis important to consider how much data is
required. There is no single answer to this question that
can apply across data sets because different data sets will
contain different amounts of information. Nevertheless,
we can ask whether a Q Matrix estimated from a data set
is useful. An amino acid replacement matrix requires the
estimation of 208 parameters, representing the transition
rates between pairs of amino acids and the frequencies
of each amino acid in the data. Thus, a general rule of
thumb is that the data should contain enough estimated
substitutions of each type to reliably estimate relative
transition rates. A pragmatic approach to establishing
whether this is the case is to follow the approach we
outline in the methods of this article. Namely, first split
the loci in the data set into training and testing sets,
then apply QMaker to the training set to obtain a new
replacement matrix. Next estimate the AICc or BIC
scores of the new matrix and the standard precomputed
matrices using IQ-TREE. If the training data contain
sufficient information to estimate a useful amino-acid
replacement matrix, this will be revealed by the new
matrix being the best-fit matrix for a substantial fraction
of the loci in the testing set.

The relationships among the 19 existing Q matrices
and the 7 new matrices we present here (Fig. 3) reveal
a number of interesting patterns. As expected, there is
a clear distinction between Q matrices estimated from
different genomes, with the general-purpose matrices
estimated from large data sets of protein alignments from
the nuclear genome tending to cluster tightly together
(Fig. 3). More surprising is the observation that the five
new clade-specific Q matrices we estimate here tend
to be quite distinct from all other Q matrices and are
also remarkably distinct from one another. This result,
combined with our observations that the clade-specific
Q matrices tend to improve model fit and affect tree
inference, highlight the potential benefits of inferring a
clade-specific Q matrix before inferring a phylogeny. The

differences among the clade-specific matrices also hint at
potentially significant differences between the molecular
evolutionary processes driving protein evolution in
different clades of organisms.

Our results underscore previous recommendations
that software for estimating phylogenetic trees should
be run multiple times to help ensure that the estimate of
the ML tree is as accurate as possible (Zhou et al. 2018).
As part of our approach to comparing matrices, we ran
IQ-TREE twice on the each of thousands of single-locus
alignments, using different random-number seeds.
We routinely observed differences in the phylogenies
estimated from these replicate runs, as is expected
for any heuristic search algorithm that is provided
with limited information (in this case, single-locus
alignments) with which to search for the optimal
solution among an astronomical number of potential
solutions.

The sometimes substantial variation in best-fit model
for different loci from a single data set (Fig. 2) confirms
that there can also be substantial variation in molecular
evolution among loci. Thus, although QMaker allows
researchers to infer a single Q matrix from a collection
of alignments, it still seems sensible to infer phylogenies
in a framework that allows for different Q matrices
to be applied to different loci, such as by using a
partitioned model (Lanfear et al. 2012; Chernomor et al.
2015) or mixture models. This can be achieved in the
most commonly used phylogenetic inference software,
including in IQ-TREE (Nguyen et al. 2015), RaxML
(Stamatakis 2014), and PhyML (Guindon and Gascuel
2003).

The QMaker framework opens new avenues of
research by simplifying the process of inferring a
single Q matrix but is currently limited to estimating
a single reversible Q matrix from one or more amino
acid alignments. In principle, both of these limitations
could be relaxed, for example by extending the QMaker
approach to infer nonreversible Q matrices (e.g., Minh
et al. 2020) and/or mixtures of Q matrices from amino
acid alignments, for example, as was done to infer
the LG4M and LG4X mixtures of matrices (Le et al.
2012). Both of these approaches have the potential
to further improve phylogenetic inference beyond the
developments that we present here.

SUPPLEMENTARY MATERIAL

Supplementary materials are available online from:
https:/ /doi.org/10.6084/m9.figshare.9768101.
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APPENDIX
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FIGURE 1. The performance of four matrices Q.pfam, JTT, LG, WAG on Pfam, bird, plant, insect, yeast, and mammal data sets.
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FIGURE2.  The bubble plot show relative differences between amino acid exchangeability rates in Q.pfam and Q.yeast. The explanations as

similar as in Figure 4.
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