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Multi-robot coverage has been recently received a particular attention due to its potential applications, e.g.,
surveillance and reconnaissance, security and patrolling, environmental monitoring.
 Principles of distributed coverage control for multi-robot systems are classified into two categories: artificial

potential force-based control and geometry-based control.
 In previous works, none of method can guarantee the global network integrity for collective decision making

and deal with any environments including both the obstacle-free, and convex and non-convex structured
environments.
 In this paper, the distributed coverage control is developed by combining the inter-connected hexagon-lattices

based coverage and the hierarchical distributed control of networked multi-robot systems. The distributed
coverage control is capable of driving mobile robots to move in the network to cover any environments in the
configuration of inter-connected hexagonal-lattices.

INTRODUCTION Distributed Coverage Control

We have presented a new method of distributed coverage control for the
multi-robot coverage in hexagonal lattice configuration. The coverage is
generated by tracking and occupying desired virtual targets created by
occupied robots. Using the hierarchical distributed control, the robots can
move to occupy their assigned virtual targets while maintaining the global
network integrity for in-network mobility and data communication. We
validated experiments on up-to 14 real mobile robots in both the obstacle-
free environments and the non-convex structured environment.

RESULTS

CONCLUSIONS

Background

1. Hierarchical Distributed Control for Swarm Movement and Network Preservation

Level 1: Behavioural Control

 Cohesion:
 Separation:
 Alignment:
 Adjustable factors:, , 

Level 2: Network Preservation

Tolerances:

Minimisation of Topologies: 

Level 3: Triangle Topologies

Level 4: K-Connected Topologies

2. Coverage

To deploy a multi-robot system into an unknown environment while preserving a global network integrity.
 Synthesised by the distributed node control keeping all the robots connected in the network (levels 1 and 2), and 

the distributed connectivity control removing redundant critical connectivities formed in triangle or k-connected 
topology preventing the network expansion for exploration applications (levels 3 and 4).

Composed of  four levels event-trigged control in hierarchy.

(a) Using 7 robots to coverage the room (b) Using 10 robots to coverage the room

(a) 7 robots – 1 hexagonal lattice (b) 10 robots – 2 hexagonal lattice (c) 12 robots – 3 hexagonal lattice (d) 14 robots – 4 hexagonal lattice

1. The multi-robot coverage in an obstacle – free - environment

2. The multi-robot coverage in a non-convex environment consisting of two rooms

 Coverage area of multi-robot system: is 
synthesised by the coverage area of every robot in 
network.

 Hexagonal lattice: created by occupying vertices 
by robots.  Each occupied robot, so-called as a 
vertex, has six vertices uniformly located around 
itself with radius rh. A Hexagonal lattice can be 
formed by hidden vertices existing on obstacles 
domains. Thanks to this feature, it can represent the 
convex or non-convex shape of an environment.

 Virtual Target Generation: when a robot has 
occupied a vertex, it generates maximum Nv=6 
other vertices uniformly located around itself within 
radius rh.

where:
and

Penalty node as virtual target: created to connect 
two contiguous sub-environments by a passage 
with d  rh.

Thus, virtual target set:

 Three states:
 Occupied: robot has occupied a 

virtual target. It becomes a   
landmark for attracting free robots.

 Assigned: robot has been assigned 
for a virtual target.

 Unassigned: robot is a static node 
waiting for an assignment. It is a free 
robots.

 Two phases:
 Phase 1 – Assignment
- A landmark lc Lm is active. It 

broadcasts a message to attract free 
robots to occupy its virtual targets. 

- Free robots receive such a message 
and find the shortest routes to lc. If it 
is assigned, it will receive route.         

free robots are confirmed and
assigned for       virtual targets.

- When                   , the next 
landmark in Lm is active: 

 Phase 2 – Occupation
- Assigned robot moves along 

the route toward the landmark 
by using algorithm 3.

- When robot has reached the 
target, it generate new virtual 
targets for itself.


