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Abstract—One of the most challenge tasks in building a face 

recognition system is how to represent and extract good 

quality features from face images. The difficulties come 

from variations in head poses, illumination conditions, and 

facial expression. Although many researches have been done, 

most were carried on under constrained environments. 

Most researches concentrated on dealing with frontal faces. 

Processing non-frontal faces encounters more challenge 

because some features on faces become occluded 

dramatically. In this paper, we propose two models to 

extract features from non-frontal faces in the range of 30o to 

90o. First, we use the Viola-Jones detection method to 

identify the pose of face images. Then, we use Active 

Appearance Model (AAM) to interpret face images. Lastly, 

the models are trained to know how to fit new images. To 

improve the efficiency of fitting, we apply a nonlinear 

parameter update method. Experimental results show that 

using nonlinear fitting for non-frontal can increase the 

accuracy of the AAM fitting, compared with some previous 

methods. 

 
Index Terms—active appearance model, facial feature 

extraction, non-frontal faces, nonlinear aam fitting, face 

recognition, expression recognition 

 

I. INTRODUCTION 

Human face plays an essential role in human 

communication. As indicated by Mehrabian [1], in face-

to-face human communication only 7% of the 

communicative message is due to linguistic language, 38% 

is due to paralanguage, while 55% of it is transferred by 

facial expressions. Therefore, in order to facilitate a 

more-friendly human–machine interface of new 

multimedia products, vision-based facial gesture analysis 

has been studied worldwide in the last ten years. Many 

applications in human-computer interaction require 

tracking a human face and facial features. It is 

prerequisite for further studies such as face recognition or 

facial expression analysis.  

Facial feature extraction encounters difficulties due to 

variations in head poses, lighting conditions, and feature 

occlusion. Therefore, this research field is becoming an 

active area with many methods proposed to increase the 
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effectiveness of extraction process [2]-[8]. However, 

most researches were carried on in strictly controlled 

environments such as frontal face images. In real world 

scenarios, it requires capturing faces in a wide range 

point of views. In such cases, occlusion occurs due to 

large facial rotation and it makes extraction process more 

difficult. To deal with this challenge, there are few 

research proposed with different approaches.  

Proposed by Cootes et al. [9], AAM is one of the most 

powerful methods for modeling deformable objects. The 

construction of an AAM uses a set of training images 

annotated with landmark points to build a statistical 

model of shape and texture, then they are combined to 

form an appearance model. In the next step, the combined 

model is trained to know how to fit a new image by 

learning the relationship between the texture residuals 

and the model parameters. The efficiency of the face 

image representation of AAM has been proved by many 

researches, and it has been used widely for face 

recognition [10]-[15], and expression recognition [16]-

[20]. In such systems, AAM plays an important role in 

facial feature extraction processes, which provide input 

data for classifiers. 

In this paper, we propose two AAM models for 

extracting facial features from non-frontal face images: a 

model for half-profile (30
o
-60

o
) face and a model for 

profile (60
o
-90

o
) face. In order to determine which model 

is used for a face, we build a multi-view Viola-Jones 

detector. We perform experiments using different fitting 

methods applied to the two models. Our models show 

that using the nonlinear discriminative method in the 

fitting task for non-frontal face obtains good results, 

compared with two other linear methods. The 

improvements are not only in the success rate of 

matching but also the computational cost. Our methods 

also work in a wider range of the initial positions used for 

the fitting process than the linear AAM fitting algorithms 

do. 

The rest of the paper is organized as follows. In 

Section 2, we show a summary on related works. Then, in 

Section 3, we propose two models for extract facial 

feature points from non-frontal face images. Experiments 

and analytic results are presented in Section 4. Finally, 

Section 5 includes conclusions and future works. 
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II. RELATED WORK 

Variations in head pose are still a challenging task in 

feature extraction, so most of works focus on frontal 

faces, only are few researches done on non-frontal face. 

In order to represent a wide range of pose, two existing 

approaches have been used: 2D based approach and 3D 

based approach.  

The 2D based approach uses the view-based method 

which combines different viewpoints to represent faces in 

a wide range of pose. In 1994, Pentland et al. [21] 

introduced view-based eigenface models to present a 

wide variety of viewpoints (poses from -90
o
 to +90

o
). 

They described faces with a set of eigenspaces. The best 

eigenspace describing faces was determined by 

calculating the residual description error ("the distance-

from-face-space" metric), then it was used to encode the 

face image. However, this work is sensitive with 

illumination variations. Romdhani et al. [22] extended 

the Active Shape Model to deal with full 180
o
 rotation of 

a face using a non-linear model, but the method is slow to 

match a new image.  

In 2000, Cootes et al. [23] introduced view-based 

active appearance models to demonstrate that a small 

number 2D linear statistical model are sufficient to 

capture the shape and appearance of a face from a wide 

range of viewpoints. They built five 2D AAM models to 

represent faces in 180
o
 of angle viewpoints where 0

o
, 

±45
o
, ±90

o
 corresponds to fronto-parallel, half profile and 

full profile, respectively. The five models roughly 

centered on viewpoints at -90
o
, -45

o
, 0

o
, 45

o
, 90

o
. Each 

model was trained independently, so different models had 

different sets of parameters. The relationships between 

the models of different views are learnt, then they are 

used to predict new views of a face seen from one view. 

However, the models only work well in case of initial 

position for starting fitting algorithms close to the optimal 

position. Many researches have proved that the original 

algorithm proposed by Coote is not efficient both in 

accuracy and capture range [10, 24-26].  

Since 2003, 3D models have been developed to 

represent faces. Blanz and Vetter introduced a 3D model 

to deal with a wide range of viewpoint [27]. They 

estimated the 3D shape and texture of faces from a single 

image. The estimation was achieved by fitting a statistical, 

morphable model of 3D faces to images. The model 

learned from the set of texture 3D scans of heads. The 

disadvantage of the 3D model is high computational 

complexity. To share the advantages of both 2D and 3D 

models, Xiao describe a combined 2d+3D AAM model 

[28]. The model used a non-rigid structure-from-motion 

algorithm to build the corresponding 3D shape modes of 

a 2D AAM. They showed how the 3D models can be 

used to constrain the AAM so that it only generates 

model instances that can also be generated with the 3D 

models.  

Recently, Jason Saragih and Roland Goecke [24] 

proposed a nonlinear discriminative approach to AAM 

fitting. They showed that this method was faster and 

more accurate than two common methods for AAM 

fitting, the fixed Jacobian method [9] and the project-out 

inverse compositional method [25]. In addition, the 

method also exhibits exceptionally good convergence 

rates with a large capture range. However, in practice, it 

has been applied only on frontal faces.  

Techniques to extract facial features can be divided 

into two categories: appearance-based methods and 

model-based methods. The appearance-based methods 

need good quality images and are affected strongly by 

light conditions. The model-based methods try to build a 

model of a human face; these methods can be 2D or 3D. 

The 3D models are usually more complicate and require a 

huge computational cost. On the other hand, AAM is the 

most powerful 2D model but it has been used only by 

Cootes et al. [23] to represent non-frontal faces in an 

attempt to deal with large pose variations. Since being 

introduced in 1998, a number of alternatives to the 

original AAM exist to improve the efficiency of the 

model [10]. Our solution presented in this paper will 

eliminate the limitations of non-frontal face models 

proposed by Cootes et al.  

III. OUR APPROACH 

We use a set of separate 2D AAM models to represent 

faces under different poses. To deal with full 180
o
 

rotation (from left profile to right profile), we need five 

AAM models. Each model represents faces in a limited 

range of camera angles as shown in Fig. 1. Each model 

were built and trained independently, and it has its own 

set of parameters. To estimate the pose of a face, we build 

different Viola-Jones detectors for different views of the 

face. The pose estimator determines which the most 

adequate AAM model to a face is (see Fig. 2).  

 

Figure 1. Five models for full 180o rotation of a face. 

 

Figure 2. View-based AAM for large pose variation. 

The pairs of the left profile model and the right profile 

model and the pairs of the left half-profile model and the 

right half-profile model are simply reflection of each 

other. Therefore, we only need to build three distinct 

models. There have been many researches on building 

frontal face model by using AAM, so in this paper, we 

only investigate two models: the right half-profile model 

and the right profile model. Our models are based on 

172

Journal of Automation and Control Engineering Vol. 4, No. 2, April 2016

©2016 Journal of Automation and Control Engineering



  

three phases: modeling appearance of face, training 

models and fitting a new face image (shown in Fig. 3). 

 

Figure 3. Our approach for non-frontal face feature extraction. 

A. Building Appearance Models 

Model building phase involves the following steps: 

1. Designing a training set of labeled images: The half-

profile model have a set of 150 face images of 30 

individual; each image was annotated with 49 landmark 

points. The profile model was also trained on a set of 150 

face images of 30 individuals but each image was 

annotated with 22 landmark points (see Fig. 4). All 

images are in gray and at 640x480 pixels resolution. 

2. Building shape models: Shapes are modeled based 

on the labeled landmark points. The shapes are 

normalized using the Procrustes Analysis, then the 

Principal Components Analysis (PCA) technique is 

applied to reduce the dimensionality and obtain a model: 

𝑥 =  𝑥 ̅ + Psbs    (1) 

where �̅�  is the mean shape, Ps is a set of orthogonal 

modes of variation and bs is a set of shape parameters. 

3. Building texture models: Based on the shape-free 

patch, the texture can be raster scanned into a vector g. 

Then the texture is linearly normalized by: 

 g = (gim - β1)/ α        (2) 

where values of α and β are chosen to best match the 

vector to the normalized mean. Applying PCA to the 

normalized data we obtain a linear model: 

 𝑔 = �̅� + Pgbg       (3) 

where �̅� is the mean normalised grey-level vector, Pg is a 

set of orthogonal modes of variation and bg is set of grey-

level parameter. 

4. Building combined models: the coupled relationship 

between the shape and the texture is analyzed by PCA. In 

the end, the shape and the texture can be described as 

follow: 

 𝑥 =  𝑥 ̅ + Qsc  , 𝑔 = �̅� + Qgc  (4) 

where Qs, Qg are matrices describing the modes of 

variation derived from the training set, and c is a vector 

of appearance parameter controlling both the shape and 

the texture. 

By retaining 95% of shape and texture variation and 

98% of combined appearance variation both models, the 

half-profile model has 21 modes of shape and 76 modes 

of texture and 58 combined modes; the profile model has 

14 modes of shape, 70 modes of texture and 54 combined 

modes. Fig. 5 shows faces created by the half-profile 

model. 

 

Figure 4. Landmark points of half-profile model and profile model. 

 

Figure 5. Example of faces generated by the models. 

B. Training Models 

The aim of training phase is to find a strong regressor 

for each model parameter. Saragih [24] described the 

method that learns the multivariate regressor through a 

boosting procedure, where the update function for the k
th

 

parameter takes the following form: 

 𝐹𝑘(𝑔𝑠) = ∑ 𝛼𝑖
𝑘𝑓𝑖

𝑘𝑛𝑘
𝑡=1 (𝑔𝑠)   (5) 

where 𝑓𝑖
𝑘  ∈  𝐿, F

k
 is the strong regressor composed of a 

number of nk week learners 𝑓𝑖
𝑘  with corresponding 

weights 𝛼𝑖
𝑘. L is a dictionary of weak learners. 

The final update model is a concatenation of the 

updates for every parameter: 

 𝛥𝑝 =  [𝐹1(𝑔𝑠);  . . . ; 𝐹𝑁𝑝(𝑔𝑠)]  (6) 

where Np is the total number of parameters. 

C. Nonlinear AAM Fitting  

After a training phase, we apply a nonlinear fitting 

procedure as described below to obtain the appearance 

parameters considered as a feature vector of a face. 

Require: image I, {F1, ..,Fn} and p 

1. for i=1 to n do 

2. Get feature vector gs
 

3.  Calculate integral images from gs  

4. Calculate parameter updates using F
i
 (6) 

5.  Update parameters 𝑝 ←  𝑝 +  ∆𝑝 

6. end for 

7. return p 

IV. EXPERIMENTS 

A. Experiment 1 

We built five different Viola-Jones detectors for five 

views with the angle from -90
o
 to 90

o
. Fig. 6 shows some 
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examples of face images that we used to train and test. 

The results of the detectors are shown in Table I. 

 

Figure 6. Example of faces in different views. (a) Right half-profile 
with the angle from 30-60 degree. (b) Right profile with the angle from 

60-90 degree. (c) Left half-profile with the angle from 30-60 degree. (d) 

Left profile with the angle from 60-90 degree. 

TABLE I. EXPERIMENTAL RESULTS OF DETECTING VIEWS 

Views 
Number of test 

images 
Correct Rate 

Left profile 
(60o-90o) 

500 472 94.4% 

Half-left profile 

(30o-60o) 
500 486 97.2% 

Frontal 538 521 96.8% 

Half-right profile 

(30o-60o) 
500 488 97.6% 

Right profile 

(60o-90o) 
500 470 94% 

All 2538 2437 96% 

 

B. Experiment 2 

We train the two proposed models using both linear 

and nonlinear methods. We choose two linear method 

called the fix Jacobian and linear regression [9] to 

compare with the nonlinear update method. To evaluate 

our models, we use different sets of manually labeled 100 

unseen face images of 20 individuals for each model. All 

images are in gray and at 640x480 pixels resolution. 

We implement two experiments for each model. First, 

we randomly perturb all AAM parameters of each test 

image from the true position 10 times. Therefore, there 

are 1000 searches on 100 test images for each experiment. 

In the first experiment, the perturbations are taken 

randomly within ± 10 pixels translation, ±10
o
 rotation, 

±0.1 scale, ± 0.1 lighting gain, ± 20 lighting bias, and ± 

1.5 combined appearance parameters. In the second 

experiment, we expand the translation to ± 20 pixels. Our 

goal to do this is to evaluate the ability of our models in a 

wider range of the initial positions. After each search we 

measure RMS (Root Mean Square) distance between 

model points and hand labeled points (pt-pt error). If the 

pt-pt RMS error is greater than 7.5 pixels, we consider 

that the fitting failed to converge. Fig. 7a shows a 

succesful case, and Fig. 7b shows a failure to fit. 

 

Figure 7. Example of fitting results. (a) Success. (b) Failure. 

TABLE II. COMPARISION BETWEEN THE NONLINEAR AND THE TWO 

LINEAR UPDATE METHODS WITH INITIAL POSITION DISPLACED BY ±10 

PIXELS FROM THE OPTIMAL POSITION 

Fitting method 

Half-profile model 

Pt-Pt error 

(pixels) 

Success rate 

(%) 

Time 

(ms) 

Fixed Jacobian 3.2 81.2 315 

Linear regresion 4.9 85.3 281 

Nonlinear 4.4 97.7 56 

 Profile model 

Fixed Jacobian 3.4 78 147 

Linear regresion 3.9 86.6 109 

Nonlinear 4.3 96.4 13 

 

TABLE III. COMPARISION BETWEEN THE NONLINEAR AND THE TWO 

LINEAR UPDATE METHODS WITH INITIAL POSITION DISPLACED BY ±20 

PIXELS FROM THE OPTIMAL POSITION 

Fitting method 

Half-profile model 

Pt-Pt error 

(pixels) 

Success rate 

(%) 

Time 

(ms) 

Fixed Jacobian 3.1 40.4 295 

Linear regresion 5.1 49 300 

Nonlinear 4.4 96.5 54 

 Profile model 

Fixed Jacobian 3.4 30 125 

Linear regresion 4.3 46 102 

Nonlinear 4.3 94.3 13 

Table II and Table III summarize the results. We 

compute the average pt-pt errors based on the fitting 

which converge successfully. The experiments were 

carried on a computer with Intel Core i5 1.7 GHz and 

6Gb RAM. Although the average pt-pt error of the fixed 

Jacobian method is the smallest, its failure rate is highest, 

and this method also runs slowly. In the Table III, we can 

see that both two linear methods have very poor 

successful convergence rates when the initial position for 

starting fitting algorithms is not close to the true position 

(the position of the best optimal fitting). Whereas the 

successful convergence rate of the nonlinear method still 
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maintain quite high, above 94% around ± 20 pixels 

translation. Besides, the nonlinear method is much faster 

than both the two linear methods. 

V. CONCLUSION 

In this paper, we proposed an approach to deal with a 

wide range of pose by using a set of different views. To 

detect a face and its pose, we built multi-view Viola-

Jones detectors. Then we used AAM models to interpret 

faces for each view. In this research, we only focused on 

two non-frontal AAM models: a model for right half-

profile (30
o
-60

o
) faces and a model for right profile (60

o
-

90
o
) faces.  

First, we show that multi-view face detection using the 

Viola & Jones method brought good results with great 

accuracy. Another advantage of the Viola & Jones 

method is very fast. Second, we have demonstrated that 

the models using the nonlinear fitting method are faster 

and more accurate than the models using linear fitting 

methods that were used in few previous works. The two 

linear methods are hard to fit face images to the models, 

especially the initial position for the search procedure is 

far away from the optimal position. When we test the two 

methods with distance of around ±20 pixels, the linear 

methods have a poor success rate, whereas the nonlinear 

method is still good. Furthermore, the models applied the 

nonlinear method are much faster.  

Our work is an attempt to deal with unconstrained 

environments. Based on the promised results of this work, 

we will use the models as a feature extractor for non-

frontal face recognition or face expression recognition.  
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