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Abstract—Internet predominant transport protocols, such as improve TCP operation on wireless links operating either at
TCP and TFRC, face performance degradation in Multihop |ink level to recover errors or at transport level to perfdass
Wireless Networks (MHWNS) because of the hlgh loss and link differentiation and to use classification algorithms [6]I IIgJ
failure rates. Many solutions have been proposed to improve . S . .
the transport layer operation. These solutions are either bsed In a‘?'d'“o_”v comm_unlcatl_on n W“?'GSS ne_twor_ks with sleare
on network state estimation or use information from MAC Mmedium is essentially different with that in wired netwarks
layer (called MAC metrics) in a cross-layer manner to better Nodes have to contend with each other to get access to the
comprehend the network state. In this paper, we define a new medium. Transport protocols like TCP usually misbehaves in
MAC metric called Medium Access Delay (MAD) to better reflect MHWN by overloading the network which in turn exacerbates

the network state, and provide a comparative study of MAD - . -
over other pertinent MAC metrics, their expected usage and the contention problem. As MAC contention becomes serious,

measurement methods at MAC layer. We also investigate the q_ueueing dglay, baCkOﬁ_and transmission delays and colli-
behaviors of MAC metrics through several experiments in oreér  sion losses increase while the throughput decreases. Hence

to reveal their gffectiveness in reflecting network eventsueh as congestion control mechanisms at transport layer should be
contention, collision and loss. aware of MAC layer events (contention/collision, lossas) t
keep the network load at a reasonable level. This approach is
qualified of "cross-layer” [9] where the layered protocots a

In recent yeardyIHWNSs [1] have experienced an explosiomot designed independently but in a combined manner. Note
of deployment due to the increasing demand for continuotisat some proposed approaches are based on network state
connectivity regardless of the physical location. Overghst estimation and in our opinion, are not actual cross-lay@son
ten years, researchers gave a lot of attention in Mobile Ad htn order to improve the transport service, we think that it
Networks (MANETS) [2] which consist of wireless networkis very important to investigate the relationship betwesa t
adopting multihop wireless technology without deploymertontention or congestion states and information from MAC
of wired backhaul links. In multihop wireless networks, on&ayer, called MAC metrics. As routing improvement using
class acts as a relay to the cellular infrastructure whetteas metrics [10], we propose a new MAC metric called Medium
other one consists of a mesh network. Various utilizatiomsccess Delay {/ AD) to reflect accurately MAC states, i.e
are considered like in-building coverage, vehicular nekwo contention, collision and loss, and compare it to some ipemti
or temporary coverage. The most widely used wireless tedlAC metrics. We then investigate the behavior of all these
nology for data communication is WIFI [3] standard 802.11IMAC metrics through several simulation experiments in orde
In the first place, wireless technologies were designed atwdreveal their effectiveness in reflecting network states.
deployed as extensions of the existing Internet and fixed LANe paper is organized as follows. The next section gives a
infrastructure model. Thus, many of Internet predominabtief review of related works. Section Il provides the defi-
protocols such as TCP and UDP are used naturally for thigion of both the new metridl/ AD and the pertinent MAC
new kind of networks. However, there are many kind of packatetrics that we assess in our study. After the description of
losses due to wireless medium characteristics and multiheimulation scenarios in Section 1V, we comment the simaiati
nature, such as medium access contention drops, rand@sults that exhibit the effectiveness of the MAC metrics.
channel errors and route failures which should be treatEdhally, we conclude the paper in Section VI.
properly [4]. As a consequence, these environments present
high packet loss rate at the transport layer which impaies th
congestion control algorithms and tends to reduce coradider ~ Since end-to-end information is not enough to solve the
the TCP throughput [4] [5]. problems in MHWNSs, most of proposed schemes have a com-
In recent years, a lot of solutions have been proposed rntmon ground that they try to take advantage of the MAC layer
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information to have better knowledge about what happens P e e e s
at lower layers. The exploited MAC information forms the Source i FRAME

MAC metrics, each of which is a collection of one or more "™ e —

parts taken from the DCF (Distributed Coordination Funt}io bestination ™ e
scheme and, they may fall into following categories: packet — ™* > <
delay, medium busyness, MAC throughput, transmission and o

node time

retransmission attempt numbers. MAC metrics are then sent
upward to transport layer and are used in various ways fgy. 1: IEEE 802.11 basic medium access mechanism and data
improve the transport protocols. delivery procedure
Cross layer design of MHWN to improve TCP performance . . . . -
o : -average time period associated with collisions [7] and are

has been first introduced in [11] to make the ad hoc routlr};% i

: e . . mputed by:
function notifying the transport protocol of link failurefl 2]
proposes a mechanism which enables TFRC to estimate the Lsuc=1rts + Tcts + Taata + Tack + 3 * Tsigs + Taigs
optimal network load level by considering the MAC layer  Tooi=Tys + Tsifs + Tets + Laifs (1)
contention. An optimum round-trip time is computed from . _ )
both backoff and transmission delays at MAC layer collected if RTS/CTS mechanism is not used:
from all hops from source to destination. The current RTT Tsue=Taata + Tack + Tsifs + Taifs
is then compared to this optimum value to estimate the Teor=Taata + Tack_timeout + Tdits (2)

contention level and to accordingly adjust the traffic rattla. the followi introd the definiti f intet
To obtain the channel utilization information, [7] colledhe 'n the Toflowing, we introduce the detinition of Some Interes

Channel Busyness ratio computed at each node and t metrics computed using,. andT..;. These metrics are

estimates the network available bandwidth. The estimat& " 5|mpl_e. to compu_te since IEEE 802.11 MAC provides
value is then attached to every packet so that it can reatteto §everal facilities to obtain the necessary values.

destination. This information is then used to adjust th#fitra B. The Average Transmission Attempt

pumped into the network. [8] uses the channel busyness ratioThe Average Transmission Attemp#T' 4, is defined as
and effective throughput computed at each node to assesstHefraction of total transmission and retransmissionnais
current network capacity in terms of both channel utiliaati that the MAC carries out to the total number of successfully
and collision level. To derive contention level along thek® transmitted packets in an interval as follows

path, [13] has proposed to calculate periodically the MAC
service time from all hops along the path. The destination

compares the total MAC service time and the throughput of _ _
@@ereNsp is the number of successfully transmitted packets

two consecutive intervals to determine whether the sour Vs
should increase or decrease its rate. and N, is the number of attempts that the MAC takes to

From these work, we note MAC metrics was used to improJEanSmit a packetuntil it receives MACK or drops the packet.
the transport protocols but without any comparisons batweehUs, AT A is relatively sensitive to collision level around a
them. Thus, we claim that it is very important to study thBode-

effectiveness of the MAC metrics, i.e., their ability to ezl C. The Average Transmission Time

the problems of lower layer network operatidihe problem  The definition of AT T is derived from that of the MAC
is that comparing with each other, which one is better Service Time Tsrv which is the time interval from the time
in reflecting network events such as BER loss, collision jnstant a frame starts to contend for transmission to the tim
loss, congestion loss, link failure or network states suchsa jnstant the transmitter receives correctly the MACK of that
collision level, contention level and medium busynes$Ve frame or drops it after several failed retransmissions .[15]
proceed in a systematic way by simulating various network77 is the average MAC service time of a successfully
situations and measuring the MAC metrics in order to answghnsmitted packet in an interval. To calculat@'T’, the sum
the question of effectiveness. of service times of every packet arrived at MAC during an
interval is made and then is divided by the total number of

I1l. MAC METRICS . .
A 802.11 DCE model overview Fransml_tted packets whose MACKs are received successfully
in that interval.

DCF [3], the mainly used medium access scheme of IEEE ATT = & 4)
802.11 standard, aims at minimizing collisions when segdin Nep
a packet. DCF uses both backoff process that determimvéisere N, is the number of successfully transmitted packets.
the packet service time [14] and ARQ mechanism to enabil&ie AT'T, by this definition, comprises the backoff delay and
reliability at MAC. transmission delay and therefore can be used to indicate the
Refer to Figure 1, two main parameters have to be definentention level around a node. If the number of neighboring
Tsw. andT,,;, which respectively represent the average tim@odes which have traffic to transfer over the channel inesas
period associated with one successful transmission and theéode has to defer longer in backoff stage to access the

L .
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medium and may have higher probability of packet collision ®
which in turn introduces longer transmission delayl'T" is
sensitive to offered load at MAC and collision level in naxle’

neighborhood. @ ©@ @ @ @16 ® @ ®

200m 300m

® ®&ve

300m

D. The Medium Access Delay

The Medium Access DelayM AD, is simply defined as
the average total backoff delay for a packet at MAC layer Fig. 2: Parallel topology for scenario 1.2
before it is successfully transmitted or dropped after sdve
failed retransmissions in an interval. By this definitidd AD F. The Effective MAC Throughput

includes the backoff duration at the first time it enters MAC The Effective MAC ThroughpuE M T is the fraction of the

layer and all other backoff periods it has to defer after eagha) number of successfully transmitted packets to thal tot
failed (re)transmission and NAV delay in each backoff stagyac service time of packets arrivals in an interval as fokow

Nap ) N,
_ Z Z T(Z:ontention >l S
MAD = S (5) EMT = ZZT” A/ )

where N,,, is the number of arrival packets in the intervawhere T, is the time interval from the instant a frame
andT?,,.,.....on IS the contention time at th&é" transmission starts to contend for transmission to the instant the tréttesm
attempt (Fig. 1). Note that maximum retransmission numberrieceives correctly the MACK of that frame or drops it after
limited by the parameteRetry Limit defined in IEEE 802.11 several failed retransmissions [13].is the packet size with
MAC. assumption that all packets have the same size.

If the value of M AD increases, either or both two possibilitiedNote that the two components @fMT are inversely pro-
may rise. First, the channel is more busy so that the node gstional to each other. Indeed, in the same observed time
to defer longer to have a transmission opportunity. Secontfith assumption that the node always has packet to send, if
the number of retransmissions increases due to higherdévethe number of successfully transmitted packets incredses,
collision with a note that the node returns to backoff stdtgra service time spent for a packet (in average) at MAC decreases
each failed transmission. Therefor&[ AD may be used to and vice versa. This makeBMT sensitive to MAC losses
indicate both the medium busyness and collision level adouwhich are largely caused by collision between sending nodes

a node. which share the same channel.
IV. SIMULATION SCENARIOS
E. The Channel Busyness Ratio As pointed out in the introduction, our objective is to show

that the metric\/ AD is very effective to represent the network
behavior compared to other MAC metrics cited earlier. As a
consequence, MAD can be used by transport layer to refine its
control operation. So, our aim is to evaluate the MAC metrics
S Thue + 3 Toog in the Section Il in both saturated and non saturated nekLW(_)r
Ry = — < (6) In the saturated case, the network suffers from congestion,
collision and packets in error, our idea is to evaluate tohsel

where T}, and 7., are defined by equations (1) and (Z)poupling between the metrit/ AD and congestion/contention
The numerator of the equation (6) represents the total !evel. We have specified two main scenarios. Scenéijo
channel busyness time caused by successful transmission§vestigates the increase of traffic load induced by eiffet)

and collisions of all nodes sharing the channelf R, is high, the increase of one source bit rate, gic?) several parallel

it means that the shared channel is used more frequentlyeby @@nnections causing interferences among each other. Szena
nodes around with the increase of offered load. Zhai et 3l. [ iS built to assess the impact of different channel BER on
claim that if the collision probability is smaller than Othere MAC metrics. The BER of the channel changes such g9in

is an optimal point ofR; for the operation of the network 10€-6, 10e-4, 10e43

where the throughput is maximized and, delay and deldy?®¢ Same simulation topology is used for scenafio$) and
variation are small. At that pointR, is around 0.90~ 0.95. (2). For these scenarios, we use a chain topology witlops,
Therefore, [7] useR, to calculate the available bandwidth oféach pair of nodes beir§)Orn far from each other. The traffic
the network and to adjust the traffic rate accordingly. load is generated by one CBR source and is transmitted over
However, using onlyz, to estimate channel capacity of a linkconnections established along the topology, from node 0 to
may be not sufficient since [7] ignores the hidden termin&Pde 9. In the experiments, CBR packet size is fixed(ta0
problem where packets may collide at a high probabilitﬁytes while the CBR rate increases after each simulatian fro
leading to the decrease of channel utilization [8]. 0.5 to 2Mbps. For scenariq1.2), the considered topology is

The Channel Busyness Ratit, is defined in [7] as the ratio
of total busy periods of successful transmission or coltigio
the duration of observed time interval;{c,vai)-

Tinterval



showed in figure 2. We set upconnections to carry CBR To conclude, in saturated state, the\l AD value is sensitive
flows: the first one from nodé to node9 with 1Mbps, the to node position, network load and loss error and provides
second one from nod&) to nodel2 with 0.5Mbps rate and an accurate indication of the MAC state. As M AD metric

the last one from nodé4 to node13 with 0.5Mbps rate. is only related to the channel access, it is closely coupled
We build three experiments for this scenario, each one with contention level and loss, S AD allows to detect them

is performed with a specified number of connection. The earlier. This is a very interesting feature when contrgllthe
first scenario is with connection 1, the second scenario transmission of multimedia applications.

is with connection 1 and 2, and the last scenario is with B. Average Transmission Time

connection 1, 2 and 3. Note that the term “# cx” represents h q beh likels A
the number of connections in each scenario. In the non-saturated networklT'T" behaves likeM AD as

In this work, we used th&02.11 MAC model of the NS-2 shown in figure (Fig. 4.a and byhe MAC protocol needs

simulator (version 2.34) [16]. The table | displays the gahe only one attempt to ”a”S”_"t successiully a p_acket gnd
configuration parameters we used in the simulations. ATT includes one backoff time and one transmission time

and it is relatively constant for a given packet size (Fig. 4).
TABLE I: General configuration for each Scenario  In saturated state (Fig. 4.a and b), likeM AD, ATT value

Barameters Value increases with the traffic Iqad bgt depends on th.e packet
Propagation Model TwoRayGround size. However, they differ in their order of magnitude as
MAC protocol 802.11a ATT includes the transmission time, its minimum value is
ﬁ?ﬁggfqﬁﬁ?ﬁée G“Qgps of 1.6 ms whereas) AD, which consists only in contention
Carrier Sensing Range ~500m time has a minimum va_lue 0.11 ms. Moreover, in saturated
Transmission Range ~ 250m state, the M AD slope is steeper than that ofAT'T. Thus,
SBFi_ Pac"ett size 1(320053\>/’te5 MAD allows to detect contention faster thanAT'T.
outing protoco . .
Simulation fme 7005 The_value of AT'T for the sending n_ode reaches its local
Simulation runs 16 maximum when BER losses occur (Fig. 4.c) in non-saturated
Metric calculation interval 1 second state. The reason is that when channel error occurs, théngend

node needs more time to send a frame due to retransmissions,

making ATT increase. After the loss, if the traffic rate is low

There are two observed states of the network operation: N@ough, i.e., the arrival rate is smaller than the frameiserv
saturated and saturated. In non-saturated state (CBR1bit fate at MAC, the average queue length is always smaller than
< 1.18Mbps), there is no loss due to collision and congestiop 53nd the next frame does not almost need to contend for
since the collisions are very rare. The MAC metrics displajse medium andA7'T value varies around a “steady” value.
representative behaviors for some network events. When th?erefore, collision occurs leading to overload the nekwor
rate reaches a threshold approximatieh8 A/ bps, the network as for M AD, ATT reflects faithfully the MAC states, but
enters into the saturated state where the collisions becojReaddition to the access time, it includes the successful
more frequent_and losses happen. In the following and dueyfgnsmission delays. As a conclusiaW,AD has to be used
space constraints, we only show up some remarkable resylier thanATT in order to make the transport control more
of the study. reactive to contention state.

A. Average Medium Access Delay C. Average Transmission Attempt

In non-saturated staté/ AD value is constant and very low |y non-saturated state, the metric is equal to its intrinsic
(Fig 3.a). Because the MAC layer invokes only one backaffye, i.e1, for all nodes and regardless of traffic rate, packet
stage, thel/ AD's value is the backoff time with the minimum sjze and node’s position (Fig. 5.a). This means that the MAC
contention window of the first transmission attemptAD in protocol performs only one attempt to successfully trabhsmi
this case is also independent of packet size, node’s positid packet. MoreoverAT A is sensitive to channel error losses as
traffic rate as long as it is smaller than the rate thresholileV jt exceeds its intrinsic value at the node where losses occur
the traffic load increases, i.e. in the saturated state (Big8d (Fig. 5.c). This is because the node needs more than one
b), M AD reflects well medium busyness and collision levejttempt to transmit a packet or at worst, it has to drop itrafte
in the neighborhood of a node. reaching the maximum number of attempts.

Note that in Figure 3.c when channel losses occur, the num@isatyrated statedT A value depends on the node’s position
of attempts to transmit a packet increases as well as the@umin the traffic load. It exceedsin the first nodes where the

of backoff stages thanks to ARQ mechanism. After each failg@ntention is the highest while at the ending nod&gA is
transmission, the backoff time is longer due to the incremegose tol (Fig. 5.a and b). However these variations are almost
of MAC contention window [3]. Hence)M AD as the total ynremarkable compared to those of other metrics. In conclu-
number of all backoff times calculated in the interval irases sion, whatever the MAC state{T A variation is relatively flat

as well. After the loss)M AD is back to normal value. Thus, compared tad7'T and M AD. As a consequence, this metric
MAD can also be used to indicate channel loss along the p@afhot effective to reflect the network state and can not be use
in non-saturated condition. to improve the transport protocol operation.

V. RESULTS AND DISCUSSION
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Channel Busyness Ratio is smaller than the threshold-(1.18Mbps),R,;, of each node
10 e is rather stable and depends on the node’s position. Thehigh
o 2Mbps. me— the rate is, the higher the values 8f are. At some noded?,
is around 96% when the traffic rate approaches the threshold.
o However, when the rate exceeds the threshélg,becomes
% variable and its average decreases sharply at some nodes.
o This is because when the rate does not overload the network,
the channel time is spent for successful transmission ateem
. and backoff stage, the collision time is almost zero and the
transmission time is almost constant. If the rate increaseés
0 still does not overload the network, the channel time used
Yoo Yor Yo, Yoy Yo, oy Yoy, Mo Yoy T for successful transmission increases as well while the idl
o R4 < @ b4 S 6 > 4 9 . . .
time decreases, thuB;, increases. But when the traffic rate
Fig. 6: Results for Channel Busyness Rakip overloads the network, collision and losses happen. Toezef
D. Channel busyness Ratio nodes have to spend more time to contend for the channel

Figure 6 displays the average value Bf of nodes with making the most part of channel time is used for backoff and
several traffic rates. We observe that as long as the traffic ra
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reflect the network behavior. Except fdfl" A, all the metrics
invoked in this study react to network state variation sush a
contention and losses, and can be used to indicate the networ
operation mode: saturated and non-saturated.

ATT and M AD introduce a better feature that their values
in non-saturated network are independent of node number,
position and traffic rate (as long as it is smaller than a
threshold). Moreover in the saturated state, these metrics
can also be used to differentiate loss reasons or to indicate
medium busyness, contention and collision level alonditraf
path. We propose to usk/ AD as the effective MAC metric
since it gives an earlier indication of contention and packe
losses compared talT7T. We claim thatM AD metric is
more appropriate to control the transmission of multimedia
applications over MHWNSs.

Our future work will concentrate on making use &f AD
metric to improve the operation of some transport protocols
such as TCD-Friendly Rate Control (TFRC) or Datagram
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Ry, decreases as the consequence. [4]
E. Effective MAC Throughput 5]

The obtained results are expected since the throughput is
inversely related tal/ AD or AT'T' delays. In agreement with (g
the work of [15], EMT of each node reaches its maximum
value under non-saturated state, regardless of traffic IoaH
(under the threshold) and node’s position (Fig. 7). In non-
saturated statefy MT' is also sensitive to channel errorat the
node where losses occur (Fig. 8). When contention occur%]
EMT decreases sharply to a local peak value and the
becomes variable (Fig. 8). Transport protocols may observe
EMT of nodes to react properly to the interference chang@]
along the path. From the simulation results, we conclude tha
MAD and ATT reflect more faithfully the MAC states than[10]
AT A Ry since they point out nodes where the contention or
the collision occur. As a conclusion, we propose to M8 D [17]
as the effective MAC metric as it permits to signal problems
(contention and packet losses) earlier thHAT'.

Fig. 8: Results for Effective ThroughpuM T, scenario 2

[12]
VI. CONCLUSION

Transport protocols have several problems working in MH3]
WNSs. Using metrics from MAC layer to improve their perfor-
mance is a popular research direction. The transport pobtog 4]
may adapt the packet size and its sending rate by obserwng th
evolution of the metrics to achieve high network perfornmnc[15]
In this study, we proposed a new MAC metric namedd D
and compared it to the well-known MAC metrics through
various scenarios to show the effectiveness of each onel'td

Congestion Control Protocol (DCCP) in MHWNSs.
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