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Fig 7. DT algorithm embedded in each MCU
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introducing the parallel scanning technique in order to find out 
the best thresholds for the series of binary classifications. 
Obtained results from the proposed method show better 
performances than the results obtained in the previous work. 
An advantage of the proposed DT algorithm in this paper is 
that it can be embedded to MCU. Besides, the classification 
results can be sent to the gateway and then be forwarded to the 
mobile device. Because no computing on the cloud or the 
server is required, we can offer a cheaper solution. 
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