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Preface

The proceedings of the 2018 International Joint Conference on Rough Sets (IJCRS
2018) contain the results of the meeting of the International Rough Set Society held at
the International Centre for Interdisciplinary Science and Education (ICISE) and the
University of Quy Nhon in Quy Nhon, Vietnam, during August 2018.

Conferences in the IJCRS series are held annually and comprise four main tracks
relating the topic rough sets to other topical paradigms: rough sets and data analysis
covered by the RSCTC conference series from 1998, rough sets and granular com-
puting covered by the RSFDGrC conference series since 1999, rough sets and
knowledge technology covered by the RSKT conference series since 2006, and rough
sets and intelligent systems covered by the RSEISP conference series since 2007.
Owing to the gradual emergence of hybrid paradigms involving rough sets, it was
deemed necessary to organize Joint Rough Set Symposiums, first in Toronto, Canada,
in 2007, followed by symposiums in Chengdu, China in 2012, Halifax, Canada, 2013,
Granada and Madrid, Spain, 2014, Tianjin, China, 2015, where the acronym IJCRS
was proposed, continuing with the IJCRS 2016 conference in Santiago de Chile and
IJCRS 2017 in Olsztyn, Poland.

The IJCRS conferences aim at bringing together experts from universities and
research centers as well as from industry representing fields of research in which
theoretical and applicational aspects of rough set theory already find or may potentially
find usage. They also become a place for researchers who want to present their ideas to
the rough set community, or for those who would like to learn about rough sets and find
out if they can be useful for their problems.

This year’s conference, IJCRS 2018, celebrated the 20th anniversary of the first
international conference on rough sets called RSCTC, which was organized by Lech
Polkowski and Andrzej Skowron during June 22–26, 1998, in Warsaw, Poland. On this
occasion, we listened to a retrospective talk delivered by Andrzej Skowron, who
summarized the successes of this field and showed directions for further research and
development.

IJCRS 2018 attracted 61 submissions (not including invited contributions), which
underwent a rigorous reviewing process. Each accepted full-length paper was evaluated
by three to five experts on average. The present volume contains 45 full-length regular
and workshop submissions, which were accepted by the Program Committee, as well
as six invited articles.

The conference program included five keynotes and plenary talks, a fellow talk,
eight parallel sessions, a tutorial, the 6th International Workshop on Three-way
Decisions, Uncertainty, and Granular Computing, and a panel discussion on rough sets
and data science.

The chairs of the Organizing Committee also prepared the best paper award and the
best student paper award. From all research papers submitted, the Program Committee



nominated five papers as finalists for the award and, based on the final presentations
during the conference, selected the winners.

We would like to express our gratitude to all the authors for submitting papers to
IJCRS 2018, as well as to the members of the Program Committee for organizing this
year’s attractive program.

We also gratefully thank our sponsors: Vietnam National University in Ho Chi
Minh City, for providing the technical support and human resources for the conference;
the University of Quy Nhon, for sponsoring the reception and the conference facilities
during the first day and the last day; Ton Duc Thang University, for sponsoring the
pre-conference workshops on rough sets and data mining.

The conference would not have been successful without support received from
distinguished individuals and organizations. We express our gratitude to the IJCRS
2018 honorary chairs, Andrzej Skowron, Huynh Thanh Dat, and Do Ngoc My, for their
great leadership. We appreciate the help of Dinh Thuc Nguyen, Nguyen Tien Trung,
Quang Vinh Lam, Quang Thai Thuan, Thanh Tran Thien, Luong Thi Hong Cam,
Giang Thuy Minh, Phung Thai Thien Trang, Dao Thi Hong Le, Hung Nguyen-Manh,
and all other representatives of Vietnam National University in Ho Chi Minh City and
Quy Nhon University, who were involved in the conference organization. We would
also like to thank Marcin Szela̧g, Sinh Hoa Nguyen, and Dang Phuoc Huy, who
supported the conference as tutorial, workshop, and special session chairs. We
acknowledge the significant help from Khuong Nguyen-An, Tran Thanh Hai, Ly Tran
Thai Hoc, and Marcin Szczuka provided at various stages of the conference publicity,
website, and material preparation.

We are grateful to Tu Bao Ho, Hamido Fujita, Hong Yu, Andrzej Skowron, Piero
Pagliani, and Mohua Banerjee for delivering excellent keynote and plenary talks and
fellow talks. We thank Dominik Ślęzak and Arkadiusz Wojna for the tutorial. We are
thankful to Hong Ye, Mohua Banerjee, Mihir Chakraborty, Bay Vo, and Le Thi Thuy
Loan for the organization of workshops and special sessions.

Special thanks go to Alfred Hofmann of Springer, for accepting to publish the
proceedings of IJCRS 2018 in the LNCS/LNAI series, and to Anna Kramer for her help
with the proceedings. We are grateful to Springer for the grant of 1,000 Euro for the
best paper award winners. We would also like to acknowledge the use of EasyChair, a
great conference management system.

We hope that the reader will find all the papers in the proceedings interesting and
stimulating.

August 2018 Hung Son Nguyen
Quang-Thuy Ha

Tianrui Li
Małgorzata Przybyła-Kasperek
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A New Trace Clustering Algorithm Based
on Context in Process Mining

Hong-Nhung Bui1,2(&), Tri-Thanh Nguyen1, Thi-Cham Nguyen1,3,
and Quang-Thuy Ha1

1 Vietnam National University, Hanoi (VNU), VNU-University of Engineering
and Technology (UET), 144, Xuan Thuy, Cau Giay, Hanoi, Vietnam
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2 Banking Academy of Vietnam, 12, Chua Boc, Dong Da, Hanoi, Vietnam

3 Hai Phong University of Medicine and Pharmacy, 72A, Nguyen Binh Khiem,
Ngo Quyen, Haiphong, Vietnam

Abstract. In process mining, trace clustering is an important technique that at-
tracts the attention of researchers to solve the large and complex volume of
event logs. Traditional trace clustering often uses available data mining algo-
rithms which do not exploit the characteristic of processes. In this study, we
propose a new trace clustering algorithm, especially for the process mining,
based on the using trace context. The proposed clustering algorithm can auto-
matic detects the number of clusters, and it does not need a convergence iter-
ation like traditional ones like K-means. The algorithm takes two loops over the
input to generate the clusters, thus the complexity is greatly reduced. Experi-
mental results show that our method also has good results when compared to
traditional methods.

Keywords: Event log � Process mining � Trace context � Clustering algorithm

1 Introduction

Most today’s modern information systems have collection of data that describes all the
events of the user occur during the execution of the software system so-called event
logs. Event logs play an important role in modern software systems, they record
information about the system in real-time including a set of events that contain several
information, e.g., case id; event id; timestamp; activity, etc., Table 1 introduces some
examples about an event log. The events in the same case are ordered by timestamp and
have the same “case id”. These are valuable data for managers to analyze and evaluate
the company’s business processes.

Process mining includes three tasks process discovery, conformance checking and
enhancement is the field that allows the use of the event log data for analysis and
improvement of the processes.

© Springer Nature Switzerland AG 2018
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The target of process discovery is to generate a process model that captures all of
the behaviors found in the event log [23]. The generated model can be used to analyze
what is actually applied in daily activities of the company. It can be used to verify
whether the formal process is strictly followed, or to enhance the formal process.

The event log quality is an important factor in process model generation. If the
event log is homogeneous and small enough, the process model is easy to analyze as
one example in Fig. 1a. However, real-life event logs are extremely huge with diverse
characteristics, thus, the discovered process model may be diffuse and very hard to
understand as an example in Fig. 1b. To overcome this problem, clustering a complex
event log into sub-logs/clusters is one of the most widely used solution. The generated
model from an event sub-log will have much lower complexity [5, 7, 9–11, 15–18, 21].

Traditional approaches use the data mining clustering algorithms such as
Agglomerative Hierarchical Clustering, K-Means, K-Modes, etc., to cluster event logs.
These algorithms are designed and used in the field of data mining, they do not exploit
the specific characteristics of business processes.

In this paper, we propose a new trace clustering algorithm based on a specific
characteristic of process, i.e., the context of traces in a process. The contribution of the
paper includes: (1) defining a new trace context; (2) introducing a context tree;
(3) giving a new event log clustering algorithm. The proposed algorithm can auto-
matically detect the suitable number of clusters, and it does not need a convergence
iteration which takes lot of time. The experimental results show that our method has
significant contributions to improving the efficiency and the performance time of the
process discovery task.

Table 1. A fragment of the event log [23]

Case id Event id Properties
Timestamp Activity Resource Cost …

1 4423 30-12-2010:11.02 Register request Pete 50
4424 31-12-2010:10.06 Examine thoroughly Sue 400
4425 06-01-2011:15.12 Check ticket Mike 100
4426 07-01-2011:11.18 Decide Sara 200
4427 07-01-2011:14.24 Reject request Pete 200

2 4483 30-12-2010:11.32 Register request Mike 50
4485 30-12-2010:12.12 Check ticket Mike 100
4487 30-12-2010:14.16 Examine casually Pete 400
4488 06-01-2011:11.22 Decide Sara 200
4489 08-01-2011:12.06 Pay compensation Ellen 200

3 4521 30-12-2010:14.32 Register request Pete 50
4522 30-12-2010:15.06 Examine casually Mike 400
4524 30-12-2010:16.34 Check ticket Ellen 100
4525 06-01-2011:09.18 Decide Sara 200
4526 08-01-2011:12.18 Reinitie request Sara 200
…

A New Trace Clustering Algorithm 645



The rest of this article is organized as follows: First, we give an overview of the
process discovery. Section 3 introduces the trace context in process mining and the
new trace clustering. The experimental evaluation is described in Sect. 4. Section 5
introduces the related work. Conclusions and future work are shown in the last section.

2 The Brief Summary of Process Discovery Task in Process
Mining

Event Logs
An event log is the starting point of process mining. Table 1 shows a fragment of the
event log related to the handling of compensation requests of an airline. There are three
cases corresponds to three compensation requests. The case 1 has five events with id
from 4423 to 4427 that are ordered by execution time, i.e., property timestamp. For
example, event 4423 executes activity “register request” at “30-12-2010:11.02” occurs
before event 4424 which executes activity “examine thoroughly” at “31-12-
2010:10.06”. Each event in event log also is described by resources property, i.e.,
the persons executing the activities or the cost of the activity.

In process mining, the “case id” and “activity” are minimum properties that can be
used to represent a case. For example, case 1 is represented by a sequence of five
activities Register request, Examine thoroughly, Check ticket, Decide, Reject request.
Such a sequence of activities is called a trace. For the sake of simplicity for compu-
tation, each activity name is assigned by a distinct letter label, e.g., a denotes activity
register request. Hence, the event log in Table 1 has a more compact representation
shown in Table 2, e.g., case1 is represented by a trace a; b; d; e; hh i. This representation
is used for computation, such as clustering. For example, in K-means a trace is con-
verted into a vector as the input to the algorithm.

Table 2. The trace in an event log (where a = “register request”, b = “examine thoroughly”,
c= “examine casually”, d = “check ticket”, e = “decide”, f = “reinitiate request”, g = “pay
compensation”, h = “reject request”)

Case id Trace

1 a; b; d; e; hh i
2 a; d; c; e; gh i
3 a; c; d; e; f ; b; d; e; gh i
4 a; d; b; e; hh i
5 a; c; d; e; f ; d; c; e; hh i
6 a; c; d; e; gh i
… …

646 H.-N. Bui et al.



Process Discovery Task
Process discovery is the first task of process mining. It takes an event log as an input
data and produces a model represented in a process modeling language, e.g., Petri net
(Fig. 1), which describes the behaviors recorded in the event log by applying a process
discovery algorithm, e.g., a-algorithm [23].

a-Algorithm
The a-algorithm was one of the first process discovery algorithms. It generates the
process model by reconstructing causality from a set of sequences of events in the
event logs.

Fig. 1. The process model discovered from the event log by the a-algorithm

Fig. 2. Typical process patterns in Petri net [23]

A New Trace Clustering Algorithm 647



Given an event log of a business process L, a-algorithm scans L to find the rela-
tionships between activities based on the execution order. There are four ordering
relations, e.g., direct succession; causality; parallel; choice. Let a; b are two activities in
L.

1. Direct succession a[ b: if some case a is followed by b.
2. Causality a ! b: if activity a is followed by b but b is never followed by a.
3. Parallel ajjb: if activity a is followed by b and b is followed by a.
4. Choice a#b: if activity a is never followed by b and b is never followed by a.

To reflect those dependencies, the Petri net has corresponding notations to connect
activities as illustrated in Fig. 2.

As mentioned above, to mine easy-to-understand process models from the complex
event log, the trace clustering is the effective approach. The key idea of trace clustering
algorithms is to create clusters that the traces within a cluster are more similar to each
other than the traces in the different clusters. Next section we introduce our proposed
trace clustering algorithm.

3 A Context Approach to Trace Clustering

3.1 Context in Process Mining

In the middle of the 1990s, the context was mentioned by many researchers [2, 3, 14].
It had the important contribution to improving the performance of practical systems.
Each different research fields usually have different ideas and definitions of context. It
is defined as the object’s location, environment, identity and execution time or object’s
emotional state as well as hobbies and habits of objects, etc. [12].

In process mining, the context was defined as the environment surrounding a
business process, e.g., the weather conditions or holiday seasons [13]. In another study,
the context was defined as the time, location, and frequency of events as well as related
communication, tools, devices, or operators [22]. In [19], the context of activity a was
the set of two surrounding activities xy, i.e., xay, by using 3-g in an event log.

3.2 Trace Context

In this paper we introduce a new context definition based on the fact that each business
process has a number of different procedures. For example, the credit process has
procedures for personal loan, corporate loan, home loan, consumer loan, etc. Each
procedure may start with a set of common activities which are the clue to separate
traces into different clusters. In this paper we define common activities as the trace
contexts.

Definition 1. Let L ¼ t0; t1;. . .
� �

be an event log, where ti is a trace. Let p be the
longest common prefix p of a trace subset, i.e., SP ¼ t 2 Ljt ¼ pjdf g, such that
SPj j[ 1, where d is a sequence of activities, notation ‘|’ in pjd denotes sequence
concatenation operation, then p is called as a trace context.
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3.3 Context Tree

Since the common prefix of traces can be represented by a prefix tree, to efficiently
identify the context, we introduce a Context-tree based on the idea of frequent pattern
tree (FP-tree) [8].

Definition 2. A context tree is a tree that has:

1. One root labeled as “root” to form a complete tree.
2. A header table helps to access the tree faster during tree construction and traversal.

Each entry in the Context-tree header table consists of two fields, (1) activity-name,
and (2) head of node-link which points to the first node below the root carrying this
activity.

3. Each node in the context tree consists of three fields except for the root node:

activity-name: registers which activity is represented by the node;
count: the number of traces that travel to this node;
node-link: the pointers to its children, or null if there is none.

4. A trace in the event log is placed on a certain branch of the tree with the top- down
fashion. Traces with the same prefix share a chunk of branch from the root node.

Fig. 3. (a) Header table; (b) The context-tree
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The idea is to map traces with the same prefix into the same chunk of tree branch as
depicted in Fig. 3. The context tree construction procedure is described as follows:

Let L = [<aceh>, <acfdh>10, <acebg>, <acbeg>, <bdceg>, <bdcfg>] be an event log,
which includes 15 traces, the trace acfdhh i appears 10 times. The corresponding context-
tree is illustrated in Fig. 3.

Mapping the context tree with the Definition 1 it is clear that, for each trace on the
tree, the longest common prefix is the sequence of activities that have count[ 1. From
the context-tree in Fig. 3, the set of trace contexts of L is ace; acfdh; ac; bdcf g.

If a trace is distinct from the others, then it has no context. The following procedure
is responsible for identifying the context of a given trace.
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3.4 Context Trace Clustering Algorithm

A new trace clustering algorithm called ContextTracClus which aims at creating
clusters of traces based on contexts is proposed. The algorithm consists of two distinct
phases: (1) Determining trace contexts and Building clusters; (2) Adjusting clusters.

The first phase, Determining trace contexts and Building clusters, includes two
steps.

Step 1 builds a compact data structure called the Context-tree that stores quantitative
information about activities of each trace in a event log. Step 2 traverses the Context-tree
for each trace to find its trace context, and assigns the trace to the cluster corresponding
to this context. Based on the Context-tree construction process, for any trace t in event
log, there exists a path p in the Context-tree starting from the root. The trace context of
this trace is the sequence of nodes of p that have count � 2. In case a trace has no
context, a new cluster is created for storing this trace for later adjustment in Phase 2.

The second phase, Adjusting clusters, handles the case where small clusters are
generated. If a cluster size, i.e., the number of traces in the cluster, is smaller than a
given minimum cluster size threshold mcs (e.g., each cluster size should be at least 10%
of the number of traces in the event log), this cluster will be added to its closest cluster.
The distance between to clusters is defined as the distance between two corresponding
trace contexts. In the case that a trace has no context, it will be added to the cluster
whose trace context includes the maximum number of duplicate activities with this
trace. The pseudo-code of the proposed algorithm, denoted ContextTracClus, is shown
in Algorithm 4.
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Our algorithm can automatically detect a suitable number of clusters. Unlike tra-
ditional clustering algorithms which need convergence loops, our algorithm takes only
one loop to identify the clusters, and one loop to merge small clusters.

In K-means algorithm, it randomly selects some data points as the initial center of
clusters, and the quality of clustering greatly depends on this selection, especially on
event log, where a same trace can occur several times as depicted in Fig. 3, where the
trace acfdh repeats 10 times. The repeated traces with a big number of times should be
a cluster candidate. One more advantage of the algorithm is the ability to put repeated
traces into a cluster candidate and removes the uncertainty of random.
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The proposed algorithm needs one loop for context tree construction, one loop for
clustering. Thus, its complexity is much less than that of traditional clustering algorithms
such as K-means, K-modes. Furthermore, the proposed algorithm does not need to
transform trace in an intermediate representation (e.g., binary, k-gram, maximal pair,
maximal repeat, super maximal repeat and near super maximal repeat, etc.), convert this
representation into vector, since it works directly with the traces, then the pre-processing
time is greatly reduced.

3.5 An Application Framework for ContextTracClus Algorithm

In process discovery application, we propose a framework as described in Fig. 4, which
consists of 5 steps.

Fig. 4. An application framework of the ContextTracClus algorithm
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The Pre-processing step transforms the input event log into a list of traces, i.e.,
merger all the events with the same caseid in the event log into a sequence of activities
(sorted by recorded time) to form a trace [20, 23].

Step 2 and 3 use ContextTracClus algorithm to determine the contexts that appear
in the event log, and generate n clusters. After adjustment, the number of clusters is k,
where k� n. Each cluster is used to create a sub-log for process discovery.

In step 4, the a-algorithm is used to generate the sub-process models corresponding
to each event sub-log.

The Evaluating model step evaluates the quality of each generated process models
by two Fitness and Precision. The fitness measure determines whether all traces in the
log can be replayed by the model from beginning to end. The precision measure
determines whether the model has behavior very different from the behavior seen in the
event log. Additional explanation about the fitness: consider an event log L of 600
traces, and M is the correspondingly generated model. If only 548 traces in L can be
replayed correctly in M, then the fitness of M is 548

600 ¼ 0:913. The range of those
measures is between 0 and 1, its best value is 1 meaning that the generated process
models have the highest quality. Since k models are generated corresponding to k
clusters, the final measures, i.e., fitness and precision, are calculated as formula (1).

wavg ¼
Xk

1

ni
n
wi ð1Þ

where wavg is the aggregated value of the fitness or precision measure, k is the number
of clusters, n is the number of traces in the event log, ni and wi are the number of traces
and the value of the measure in the ith cluster, correspondingly [18].

4 Experimental Result Evaluation

To evaluate the effectiveness of the proposed trace clustering algorithm, we compare
our proposed algorithm with K-means clustering algorithm, on three different event
logs, i.e., Lfull1, prAm62 and prHm6 (see Footnote 2). Lfull includes 1391 cases with
7539 events; prAm6 consists of 1200 cases with 49792 events; and prHm6 contains
1155 cases with 1720 events.

In the experiment with K-means clustering algorithm, the k-grams trace represen-
tation k ¼ 1; 2; 3ð Þ for binary vectors was used. To generate the process model and
evaluate the processes, ProM 6.63, a process mining tool, was used. The experimental
results are shown in Table 3.

1 www.processmining.org/event_logs_and_models_used_in_book/Chapter7.zip
2 http://data.3tu.nl/repository/uuid:44c32783-15d0-4dbd-af8a-78b97be3de49
3 http://www.processmining.org/prom/start
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The experimental results show that ContextTracClus always has a higher precision,
i.e., it ensures that the generated process model has the least behaviors not seen in the
event log. This is because the traces in a cluster have the same context, i.e., they have
the same set of actions so the generated model will have at least superfluous behaviors.

In the scenario 1, we found out the most suitable number of clusters for the data set
is 3 after trying with different numbers of clusters, such as 2, 3, 4, 5. The scenario 2
automatically detected the number of clusters based on the input size threshold.

5 Related Work

Greco et al. [4] proposed a clustering solution on traces in event log using bag-of-
activities trace representation for K-means algorithm.

Song et al. [11] presented a trace clustering approach based on log profiles which
captured the information typically available in event logs e.g., activity profile, origi-
nator profile. In their approach, the K-means, Quality Threshold, Agglomerative
Hierarchical Clustering, and SelfOrganizing Maps clustering algorithms were used.

Jagadeesh Chandra Bose et al. [20] proposed a trace representation method based
on using some control-flow context information e.g., Maximal Pair, Maximal Repeat,
Super Maximal Repeat and Near Super Maximal Repeat. They used some of the
clustering algorithms such as Agglomerative Hierarchical Clustering, K-means.

Weerdt et al. [6] proposed the ActiTraC algorithm, a three-phase algorithm for
clustering an event log into a collection of sub-logs to increase the quality of the
process discovery task. The ActiTraC algorithm includes three phases: Selection, Look
ahead, and Residual trace resolution. The important idea of this algorithm is the
sampling strategy, i.e., a trace is added to the current cluster if and only if it does not
decrease the process model accuracy too much.

Ha et al. [18] provided a trace representation solution based on the distance graph
model for K-Modes, K-means clustering algorithms. In this representation, it can
describe the ordering and the relationship between the activities in a trace. Distance
graphs order k of a trace describe the activity pairs which has distance at most k
activities in the trace.

Table 3. Results of K-means and ContextTracClus trace clustering algorithm

Algorithm Event log

Lfull prAm6 prHm6
Fitness Precision Fitness Precision Fitness Precision

Scenario 1: Using K-means algorithm
1-g 0.991 0.754 0.968 0.809 0.902 0.66
2-g 0.951 0.958 0.968 0.809 0.902 0.66
3-g 0.955 0.962 0.968 0.809 0.902 0.66
Scenario 2: Using ContextTracClus algorithm

0.982 1 0.975 0.904 0.922 0.673
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Baldauf et al. [12] presented a survey on an architecture of context-aware systems,
which includes the design principles, the common context models. They introduced the
existent context-aware systems and discussed their advantages and disadvantages.
Their paper mentioned a number of different definitions of “context” such as location,
identities of nearby people, objects and changes to those objects (Schilit and Theimer
1994); The user’s location, environment, identity and time (Ryan et al. 1997); The
user’s emotional state, focus of attention, location and orientation, date and time, as
well as objects and people in the user’s environment (Dey 1998); The aspects of the
current situation (Hull et al. 1997). The elements of the user’s environment which the
computer knows about (Brown 1996).

Becker et al. [22] introduced the support of context information in analyzing and
improving processes in logistics. They defined the context as time, location, and fre-
quency of events, tools, devices, or operators. In the experiments, they used the fre-
quency of a process and its overall cycle time as the context data. In addition, they used
K-Medoids clustering algorithm for the identification of process groups and for the
evaluation of context information.

Bolt et al. [1] presented an unsupervised technique to detect relevant process
variants in event logs by applying existing data mining techniques. This technique
splits a set of instances based on dependent and independent attributes.

Leyer [13] presented a new approach to identify the effect of context factors on
business process performance in the aspect of processing time. They proposed a two-
stage approach to identify the relevant data and to determine the context impact by
applying the statistical methods.

6 Conclusions and Future Work

This paper proposed a definition of context in business process and a new trace
clustering algorithm base on contexts. A context tree was introduced to make the
complexity of the algorithm is reduced with two loops over the input for finding
clusters, and one small loop over the clusters for adjustment. The ability to work
directly with the traces without transforming to an immediate representation is an
additional advantage of the algorithm. Another ability to automatically detect the
optimal number of clusters makes algorithm to remove the disadvantage of traditional
clustering algorithms and produce determined results. As future work, we plan to study
the impact of the context in other tasks of the process mining.
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