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Abstract—Ground truth is one of the most important com-
ponent for training, testing, and benchmarking algorithms for
objective quality assessment. In this paper, we propose an image
patch quality database with compression artifacts. We create
a new database of image patches with High Efficiency Video
Coding (HEVC) compression artifacts. Then, the subjective test
is conducted in a controlled environment to obtain the ground
truth of image patch quality, where we collect differential mean
opinion scores (DMOS) from a larger amount of observers.
Finally, the rank order correlation factors between DMOS and a
set of popular image quality metrics are calculated and presented.
The proposed database is expected for learning patch based IQA
model for block size in video rate-distortion optimization.

Index Terms—Image quality assessment, coding distortion,
Image-Patch Quality Assessment, Image/Video with Compression
Artifacts

I. INTRODUCTION

In modern applications of digital image and video process-
ing, visual quality is a basic and important requirement. All
these applications require quality, in the first order, visual
quality metrics are able to adequately characterize images.
Many good full-reference convolutional neural network (CNN)
based metrics for which a reference image (or frame sequence)
that take into account specific features of human visual system
(HVS) have been already proposed. To characterize ade-
quateness and performance of these metrics, several publicly
available quality image databases are used, including the
databases LIVE [1], CSIQ [2], TID2008 [3], TID2013 [4]
etc. The largest subjective database is TID2013, which has

3,000 images, but still not enough to train a good deep neural
network.

All available image quality benchmark databases are only
suitable for evaluating the quality of images as a whole.
These databases are not fundamental investigating which parts
of the testing image contribute to the testing results or the
score for a particular patch of image. But the problem is
that the perceptual quality of each image patch is different
at the same level of noise. Fig. 1 shows that the distortions
around the houses and on the sky regions (solid square) are
easily observable while those on textural regions (dash dot
square) are less noticeable. In recent work [5], we propose
a quality assessment approach database for image patch with
the desire to create a new perception-based metric to apply
for each region. Experimental results show that compressed
image quality decreases depending on the visual features of
image.

Based on these observations, we propose a large experi-
mental database to evaluate the quality that human perceive
for each image patch. Firstly, we randomly create 61,600
image patch pairs in both sizes (128 × 128, 64 × 64) gen-
erated from 40 video test sequences with HEVC compression
artifacts. Secondly, we select the double stimulus categorical
rating (DSIS) method to rate the subjective quality score for
each patch pair. Additionally, the software of our designed
subjective test is made up following Rec.ITU-R BT.500-13
standard [6]. Then, the experiment is conducted in a testing
process to obtain the ground truth of image quality where we
collect over 697,000 opinion scores. Together with, the testing



Fig. 1: Example of distorted image

data are pre-processed to remove noises and outliers. Finally,
the proposed database contains 40,286 image patch pairs,
differential mean opinion score (DMOS), standard deviation,
number and time observation. This new database is tested with
a number of state-of-the-art IQA models and as the result, the
proposed database can help researchers in image compression
community to select the best IQA method to conduct the
perceptual based image optimization.

The following Section II describes the procedure of database
creation. Then, extensive experimental results and discussion
are presented in Section III, and conclusions are given in
Section IV.

II. DATABASE BUILDING PROCESS

A. Test material

In video encoding, noise types are added to the original
video by H265/HEVC compression, then, testing images nor-
mally are cropped from extracted frames in the video test
sequence. The goal of our study is, however, to create a
testing image database for local image perception. So, we
randomly select several patches from each pair of reference
and testing images and the process of building database (Fig 2)
are depicted as following. There are 40 original source videos
of both high-definition (1280 × 720) and full high-definition
(1920 × 1080). For each video sequence, depending on the
length of such video, we select a different number of original
frames as reference images. The reference frames are selected
evenly throughout the video sequence to diversify the content.
On the other hand, the video sequence is compressed with
different quantization parameters (QPs) in range from 2 to
50. Testing images are extracted from the compressed video
sequence in a similar method with reference frames of original
video sequences. As a result, we obtain different groups with
246400 images, each group includes one reference image and
some testing images. After that, for each group, we select 200
pair of 128 × 128 patches when randomly choose positions
to crop as well as quantization parameters in selecting testing
image to make pairs of reference and testing patches. We also

crop pairs of 64× 64 center patches from the original pair of
128× 128 original patches to evaluate in the experiments. As
a result, we obtain 246400 images, 61600 pairs of 64 × 64
patches and 61600 pairs of 128 × 128 patches. All patches
are annotated with their position. Those images and pairs
of patches make HMII (Human Machine Interaction Image)
database.
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Fig. 2: Process of database building.

B. Testing methodology
For the purpose of subjective testing methodology, the In-

ternational Telecommunication Union set the ITU-R BT.500-
11 standard [6]. In such standard, there are several popular
subjective methodologies for testing such as “Single stimulus
categorical rating”, “Double stimulus categorical rating”, “Or-
dering by force-choice pairwise comparison” and “Pairwise
similarity judgments”. Double stimulus categorical rating is
chosen in our experiment because it matches the full reference
quality assessment and observation time is enough to evaluate
the score of small patch. In this study, more than 2000 people
who are undergraduates, graduates, researchers, and lecturers
of University of Fire Fighting and Prevention are employed.
Five - score - scale is used corresponding to five levels of
assessment: “excellent”, “good”, “fair”, “poor” and “bad”.

C. Testing software
As mentioned above, double stimulus categorical rating is

chosen in this testing. The image quality assessment method
and system stated in [6] is good choice, however, it is only
suitable for assessing quality of image as a whole. On the other
hand, it cannot be directly applied for our testing experiments.
Therefore, we design a new testing software (Fig 3) which is
used for patch image testing. Instead of the whole images,
pair of reference and testing patches (Fig 4) is read from
HMII database and then the testing pair of patches is displayed
and disappeared in a standard time. The time between the
appearance of the testing patch pairs lasts at least five seconds
so that the observer can analyze comprehensively and makes
decision of evaluation.
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Fig. 3: Testing software.

D. Testing process

In this experiment, observers can only concentrate and
assess the local image patch instead of the whole image.
After taking vision test, each observer is required to observe
pairs of testing patches on the testing software and to provide
evaluation (Fig 5). Each pair quality is assessed following the
procedure of [4] . Observer watches the original image patch
within the time T1 (minimum five seconds) then clicks on
the observing image patch to observe the compressed image
within the time T2. This cycle of observation is repeated at
least twice per pair of patches. Finally, observer gives points
at five different levels as mentioned above.

Fig. 4: Tests on testing software
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Fig. 5: Presentation structure of test material

E. Data preprocessing

Outlier rejection for image quality assessment is important
for many image processing systems such as those for ac-
quisition, compression, restoration, enhancement, reproduction
etc. It has been proven to be efficient in application such as
network intrusions and credit card fraud detection. Because
of a large number of participated observers in the subjective
testing experiment, the reliability of scores raw data is not
guaranteed. This section is concerned with detecting outliers
in the raw data. As a result, we would have a reliable data
of scores and cleaned HMII database that can be applied to a
further application.

In our experiment, 2189 different subjects rate 61600 image
patch pairs of which each pth is observed by Sp (up to 20)
subjects. The differential mean opinion score (DMOS) of each
patch pair is calculated by:

yp =
1

Sp

Sp∑
s=p

yp,s, (1)

where yp,s is the differential opinion score of a subjective
rating by subject s for patch pair pth. Let Yo denote the raw
data and each image patch pair (Rp, Dp) is evaluated by at
least 15 observers as folow:

Yo = {((Rp, Dp), yp)|Sp ≥ 15} . (2)

The raw score database is not entirely good because some
observers evaluate carelessly. To remove outlier in this data,
we use z-score. The z-score of a subjective rating for patch
pair pth is calculated by the following formula:

Zp,s =
yp,s − µp

σp
, (3)

where µp is the mean and σp is the standard deviation of rating
pairs. The properties of data before applying outlier rejection
includes 697179 subjective ratings to 40708 image patches
from 2189 different subjects. The figure below (Fig.6) shows
that distribution of z-score is the standard normal distribution
side-by-side. According to empirical rule, 95%, 98.7% and
99.7% of the values lie within 2, 2.5 and 3σ, respectively.
After applying this rule we have result shown in table I.

We choose 2σ following the outlier rejection process sug-
gested by [6]. The result is a reduction of 422 image patch
pair scores in database. Fig. 7 shows the standard deviation
of subjective ratings before and after outlier rejection. Most
samples having deviations greater than 0.5 have been removed.
The filtered data as follows:

Yf = {((Rp, Dp), yp) ∈ Yo|Zp,s ≥ 2σp;Sp ≥ 15} , (4)

Finally, each pair of patches is evaluated by the average
clean scores of at least 15 observers (with 5 levels). These
includes N = |Yf | = 40286 pairs of quality annotated
image patches that are subject to different distortion levels
of compression. Differential mean opinion score (DMOS) for
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Fig. 6: The standard normal distribution of Z-score

this dataset were computed for each pair, which is in the range
1 to 5. So, final HMII comprises 40286 clean pairs and their
DMOS. We compare characteristics of the proposed database
with the other ten general purpose IQA databases in Table II.
In summary, our database is the first patch based database and
has the largest number of scores.

TABLE I: Outlier rejection results

Properties 2σ 2.5σ 3σ
Number of outliers 33199 8631 1991
Number of image patch pairs 422 136 37
Number subjects 21 7 3
Percentage outlier 5.0% 1.3% 0.3%
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Fig. 7: Standard deviation of subjective ratings

III. EVALUATION AND DISCUSSION

A. Subjective Ratings

The main aspects considered in the analysis of the subjective
ratings here are the distributions of the mean (DMOS) and
standard deviation σ of the subjective ratings, as these are
indication of the quality range of the test material and the
precision of the results. Fig. 7 shows the standard deviations

of proposed database mostly in range 0 to 0.5. Those pairs
have an approximate DMOS score at 5, the standard deviation
is almost zero because observers are easy to make the same
decision. While the DMOS decreases in range 3.5 to 4.5
when standard deviations increase along but still in acceptable
range.

Fig 8 illustrates the statistical relationship between DMOS
and compression levels (quantization parameters) for all patch
pairs. It shows that in the range of 1-20, image quality
has no significant change. However, it is easily detected
quality changes by observer within this range. It also indi-
cates that DMOS decreases when qp increases. A typical
relationship between DMOS and distortion level qp, generally
exhibits a skew-symmetric sigmoid form. The Pearson Linear
Correlation Coefficient (PLCC) and Spearman’s Rank order
Correlation Coefficient (SRCC) are used as a measure of
the accuracy fit of them respectively -0.807 and -0.8438.
The result shows a partial but not complete relation because
quality change of compressed image depending on the visual
features of patches, such as, edge density, average brightness,
variance. We compare subjective testing with testing pairs of
patches that at the same level of compression, Fig. 9 lists
score of the pairs. There is a difference in quality among
complex texture area (1, 3), edge texture area (5, 6) and
smooth texture area (2). The complex texture samples (1) have
higher scores in compare with other. It means that the quality
measurements based on signal-fidelity such as RMSE, PSNR
are not homologous as those of human perceptual.
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Fig. 8: Data after reject outlier

B. HMII Benchmark Analysis

1) Evaluation Method:
• Purpose: the purpose of the experiment is to evaluate

how well an objective metric agrees with subjective
preferences of subjects in HMII database evaluation.

• Evaluation Metrics: To evaluate the performances of the
IQA algorithms, we use two standard measures including
Spearman’s rank order correlation coefficient (SRCC) and
Pearson’s linear correlation coefficient (PLCC).

• Experiment Setup: We implement seven state-of-the-art
algorithms PSNR, UQI, VSI, SSIM, RFSIM, FSIM and



TABLE II: Comparison characteristics of subjective Image Databases

Database Year Type Data Scores SRC LOD NOD Subjects Ratings Resolution Method PSNR
CSIQ [2] 2010 Full DMOS+σ 866 30 5 6 25 5-7 512×512 Custom
LIVE(I) [1] 2006 Full DMOS+σ 779 29 7-8 5 20-29 768×512 ACR 88%
TID2008 [3] 2008 Full Raw 1700 25 4 17 838 17 512×384 ACR 55%
TID2013 [4] 2013 Full MOS+σ 3000 25 4 10 971 33 512×384 ACR
PDAP-HDDS [7] 2018 Full MOS 12000 250 4 24 38 30 FHD ACR 54%
HMII (Proposed) 2018 Patch MOS 40286 308 49 1 2189 15-20 HD, FHD DSIS 65-67%

Scores
SRC
LOD
NOD
PSNR

Number of images or videos with subjective ratings.
Number of source (reference) images.
Levels of distortions.
Number of different types of distortions.
Approximate correlation between PSNR and MOS.

Fig. 9: Patch scores of a testing image in order are: 2.3, 1.5,
2.0, 2.2, 1.7, 1.9; RMSE: 10.9, 6.4, 5.7, 6.8, 8.4, 10.8; PSNR:
27.3, 31.9, 32.9, 31.4, 29.5, 27.4

SRSIM to predict object scores for the entire HMII
database. In addition, two new methods DIQaM-FR and
WaDIQaM-FR[8] are also used to predict such scores.
We evaluate preference consistency using the classic
correlation coefficients SRCC and PLCC.

2) Experiment results: As shown in Table III. The SRCC
and PLCC are the average values for the distorted images
of the same reference image, and the top two correlation
coefficient values are highlighted. We can see that the PSNR
and UQI are poorly correlated with human perceptual quality,
and even contrary to subjective results. This defective per-
formance of PSNR is also mentioned in the work of Zhang
et al.[9] about Fine-Grained Quality Assessment. Although
UQI combines VSI and HVS features and achieves more
consistent results than PSNR in global image assessment, it
is poorly correlated with human perceptual quality in fine-
grained patch quality assessment. As a whole, FSIM achieves
top two performances for all the cases and the SSIM achieves
better performance with PLCC while SRSIM performs better
with SRCC. In summary, perceptual quality metrics give better
results than quality measurement based on signal-fidelity. For

the two correlation coefficients, above IQA methods show
quite similar characteristics, while two new methods based
on machine learning fails in proposed database. Because each
structure of a machine learning problem is only suitable for its
own database. From the results of this experiment, it can be
seen that the larger size of the patch seems to be more accurate
when assessing image-patch quality by IQA algorithms.

TABLE III: PLCC and SRCC for different IQA algorithms

IQA ALGORITHM HMII 64× 64 HMII 128× 128
SRCC PLCC SRCC PLCC

PSNR 0.7056 0.6596 0.7233 0.6723
UQI [10] 0.0233 0.0233 0.0129 0.0124
VSI [11] 0.7659 0.7659 0.7680 0.7861
SSIM [12] 0.7878 0.7714 0.7989 0.7894
RFSIM [13] 0.7747 0.7574 0.7891 0.7596
FSIM [14] 0.7941 0.7997 0.8241 0.8154
SRSIM [15] 0.7776 0.8030 0.7188 0.8035
DIQaM-FR [8] 0.5525 0.5521 0.6075 0.6057
WaDIQaM-FR [8] 0.5648 0.6738 0.6750 0.7661

Fig 10 shows the scatter distributions of subjective DMOS
versus the predicted scores obtained by the FSIM and SRSIM
on the proposed database. From the plots, we can see that
these IQA algorithms tend to predict higher score for patches.
SRSIM and FSIM frequently predict score which is higher
than 0.9 (in range of [0;1]) for the image with DMOS is
greater than 2 (in range of [1;5]). Although FSIM achieves
highest performance with the two correlation coefficients,
SRSIM achieves more consistent results with subjective results
on the diagrams. These results prove that some existing
IQA models perform poorly in distinguishing the fine-grained
distortion levels, which are feasible to determine by human
visual system. Therefore, these metrics may not be suitable
for perceptual-based image compression because the distor-
tion differences between various coding modes are usually
marginal. Moreover, the fine-grained image-patch quality as-
sessment is demanded and should be evaluated on the HMII
databases. This means the researchers in the IQA field have
more work to do. We expect more advanced and better IQA
methods to be developed to conquer this database.

IV. CONCLUSION

In this work, we present a new subject quality rating
database considering image patch quality assessment method
for image with compression artifacts. To the best of our



(a) SRSIM (b) FSIM

Fig. 10: Objective Score by top 2 IQA on HMII

knowledge, this new database is the first image patch based
among existing general purpose image quality databases with
human opinion scores. We use video distortion artifacts with
random quantization parameters and positions to generate the
testing image patches. Therefore, 40286 image patch pairs
are included in the HMII database with DMOS obtaining
from 663980 opinions collected by more than 2000 observer.
Finally, we test nine well-known image quality metrics on
this database. Another advantage of this database is that it
can provide a larger dataset to make the realization of deep
learning neural networks on IQA possible.
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