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Abstract
Ensuring the high reliability of service function chains (SFCs) in Edge Computing, 
in which several distributed edge servers are available, is a challenging issue. Previ-
ous studies on reliable SFCs ignore the impact of physical hardware failures when 
multiple virtual network functions (VNFs) are deployed on the same server, result-
ing in inaccurate reliability estimates. In this paper, we first propose an optimiza-
tion model and approximation algorithm, considering both hardware and software 
reliability, to maximize the reliability of SFCs in each service demand. We then 
develop an algorithm to increase the reliability of SFCs to a given requirement. The 
evaluation results show that our algorithms achieve a near-optimal solution with a 
significant reduction in the computational time for finding the placement of redun-
dant VNFs. We also observe that our proposed redundancy VNF allocation can effi-
ciently save the backup cost to achieve a given SFC reliability requirement.
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1 Introduction

Ensuring the high reliability of service function chains (SFCs) in Edge Comput-
ing, in which several distributed edge servers are available, is one of the big and 
essential challenges for assuring future survival and growth of the network func-
tions virtualization (NFV) systems. In NFV-enabled systems, a network service 
is composed of some smaller virtual network functions (VNFs) deployed dis-
persedly in the networks. Dispersion of services gives many benefits such as cost 
reduction, flexible resource management [1], however, failures in one VNF may 
lead to a collapse of the entire SFC. Therefore, the NFV-based networks indicated 
higher reliability requirements than the conventional networks, especially in Edge 
Computing where storage and processing bandwidth of the edge layer are limited. 
As a result, a high reliability guarantee for service requests over Edge Computing 
is an important challenge to be solved.

The reliability concepts and requirements are provided by European Telecom-
munications Standards Institute (ETSI) in [2]. The reliability of a service in 
NFV-enabled systems depends on the VNFs of the service and the servers that 
the VNFs are placed on. According to previous studies on reliable SFCs, there 
are two main ways to improve the reliability of SFCs in NFV-enabled systems. A 
simple approach is VNFs placement optimizations. Most of the proposed meth-
ods focus purely on original VNFs placement schemes by selecting a substrate 
node with high reliability to deploy VNFs [3–5]. Its drawbacks are not enough 
to ensure adequately high reliability for services or to avoid hardware failures. 
Another common approach to improve the reliability of SFCs is VNFs redundant 
deployments [6–9]. It is referred to the allocation of additional VNF copies to 
SFCs. Deploying VNFs redundant is effective in ensuring high reliability of ser-
vices but it requires extra resources resulting in increased costs. A VNF may need 
multiple backup copies to improve its reliability, so simply duplicating each VNF 
with a fixed number of backup instances may exceed the edge resource capac-
ity or require unnecessary hardware expense. Therefore, it is necessary to mini-
mize the cost of redundant deployment while adequately ensuring the reliability 
requirements of the services.

The redundancy allocation cost minimization problem becomes more and 
more complicated, especially in the Edge Computing, because of the resource 
limitations of the edge. Some previous researches consider the reliability problem 
of end-to-end network chains in the edge networks in [10–12]. These studies pro-
tect unreliability VNFs on the basis of considering software or hardware failures 
separately and place these redundancies on the system. They ignore the impact of 
the reliability of physical hardware on SFCs’ reliability when multiple VNFs are 
deployed on the same server, resulting in inaccurate reliability estimates. Other 
pieces of research consider both functional reliability and underlying hardware 
reliability for the reliability guarantee problem in [13–15]. However, the method 
proposed in [13] may not take over in case of single edge server failures, and [14, 
15] assume that each service demand only requests one VNF instance while we 
consider NFV services consisting of several VNFs.
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To the best of our knowledge, little attention has been given to optimize resource 
consumption for the VNF’s redundant deployment on the basis of considering both 
hardware and software reliability in the Edge Computing. The main contributions of 
the paper are as follows:

• We propose a mixed integer linear programming (MILP) model and an approxi-
mate algorithm that allow finding the optimal solution and an approximate solu-
tion for the joint optimization placement problem of primary VNFs and their 
corresponding backup VNFs in the edge layer of an NFV-enabled IoT (NIoT) 
system. On the one hand, the proposed model ensures the tolerance of SFCs that 
can take over if any single node is corrupted in the edge layer. On the other hand, 
it finds a sweet spot between the deployment costs and the minimal reliability of 
SFCs overall service requests on the basis of considering simultaneously hard-
ware and software reliability.

• We then formulate a VNFs redundancy allocation cost minimization problem 
and propose a cost-efficient VNFs redundancy scheme. The proposed solutions 
allow improving the reliability of SFCs to meet predefined requirements of IoT 
services over the Edge Computing on the basis of considering simultaneously 
software and hardware reliability and VNFs’ resource consumption.

• In our experiments, the results show that our algorithms achieve the near-optimal 
solution with a significant reduction in the computational time in finding a place-
ment solution of original VNFs and their full-backup VNFs. Our experiments 
also show that the proposed VNFs selection scheme for backup deployment per-
forms well for saving the backup cost for up to 30–40% with the same ratio of the 
satisfied service requests.

The remainder of this paper are structured as follows. In Sect. 2, we show our short 
review of related work. In Sect. 3, we present a brief background for the reliability 
models of NFV network services and our research motivation. Next, we describe 
an NFV-enabled IoT system in the Edge Computing in Sect. 4. We first propose a 
MILP model to achieve the optimal solution for the joint optimization placement 
problem of primary VNFs and their corresponding backup VNFs in the edge layer 
of the NIoT system in Sect.  5. We then propose an approximate algorithm that 
allows finding an approximate solution in a large-scale NIoT system in later of 
Sect. 5. Section 6 formulates mathematically the VNF redundancy allocation prob-
lem and proposes a cost-efficient VNFs selection scheme to backup deployment in 
order to minimize backup costs. Section 7 shows the experiment results to evaluate 
the efficiency of our solutions. Lastly, the summarization of this paper is presented 
in Sect. 8.

2  Related Work

Recently, many studies have been investigated to meet service availability and reli-
ability requirements in NFV.
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To improve SFC reliability, a simple approach is VNFs placement optimizations. 
In [3], the authors propose a queue-aware reliable embedding algorithm to improve 
the reliability of services without reserving the backup resource. An availability-
enhanced VNF placing scheme is proposed in [4] to maintain desired end-to-end 
latency and SFC reliability based on the layered graphs approach. Sun et  al. [5] 
improve SFC reliability and reduce SFC resource consumption by mapping func-
tions onto the substrate network. Although most of the proposed methods that focus 
purely on original VNFs placement schemes increase the reliability of network ser-
vices, they are not enough to meet their required high reliability.

Another promising approach to improve the reliability of SFCs is to imple-
ment VNF redundancies and combine them with original VNF placements. Some 
researches on reliable SFCs are presented in [6, 7]. These studies increase services’ 
reliability by creating multiple backups of the least reliable VNF in the chain. A 
more sufficient scheme to decide on VNF candidates for backup deployment is fig-
ured out in [8]. The authors propose the Cost-aware Importance Measure (CIM) 
associated with the reliability of the physical node (PN) to assess the importance of 
VNFs. The VNFs with the largest CIM results are selected for redundancy deploy-
ment to satisfy the reliability requirement of each SFC with optimal cost-effec-
tiveness. In [9, 16], the authors investigate solutions to ensure the survivability of 
services avoiding any failure of a PN on the basis of shared backup resources. To 
increase SFC reliability, the approach in [17] uses a k-shortest path algorithm to 
deploy primary VNFs and a hybrid routing scheme to deploy backup VNFs. The 
studies in [6–9, 16, 17] only consider hardware failures, and the reliability of an SFC 
is determined by the reliability of substrate nodes, which host the VNFs of an SFC.

Some studies on reliable SFCs are investigated on the basis of considering the 
reliability of VNFs. In [18], the authors study off-site backup VNFs to increase the 
availability of SFCs to meet the client’s requirements. The proposed scheme reduces 
resource consumption for service providers. In [19], Zhang et al. take into account 
the heterogeneity of the redundant resource requirements of different VNFs types 
to minimize the resource consumption of the redundant nodes. A novel online algo-
rithm BCR is proposed in [20] to provide off-site redundancy for reliability-aware 
wide area service chaining.

Both the functional reliability and underlying hardware reliability are considered 
to find the optimal solution for the reliability guarantee problem in NFV. A fault-
avoidance approach is proposed in [21]. Based on the location of VNFs in the ser-
vice chain, function type, and operational features, the proposed method assigns pri-
ority to important VNFs to ensure that the important VNFs are allocated on highly 
reliable physical hosts. Thus, the reliability of SFC is improved. In [22], the study 
maximizes the reliability of network services, however, it replicates VNFs with the 
same number of redundant replicas resulting in suboptimal deployment costs. Zhai 
et  al. [23] propose a reliability-aware SFC backup method. The proposed method 
consolidates VNFs to the same server nodes for primary VNF deployment and adds 
redundant backups. Thus, the SFC reliability is increased, but it cannot take over in 
case of single-node failures.

Reliability and availability guarantee problems are also investigated spe-
cifically for different network architectures. Some researches on VNFs backup 
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implementation in Data Center are presented in [7, 24, 25]. The authors back up the 
entire SFC which requires a large number of resources and may lead to unnecessary 
operation expenditure and hardware expense in [25]. In [26], Kaliyammal Thiru-
vasagam et al. consider both reliability of PNs and VNFs to guarantee the reliability 
requirements of diverse service requests with the minimal redundant resources in 
NFV-enabled 5G networks. Because of some special features of resource constraints 
in the edge layer, such as the limitations of the edge layer resources, these proposed 
schemes are not sufficient to apply directly to the edge layer.

There are several research works implementing VNFs backup in Edge Cloud 
Computing. In [10], Dinh and Kim propose a cost-efficient solution that guaran-
tees the availability of IoT services over a fog-core cloud network. The proposed 
scheme improves the availability of SFCs on the basis of measuring VNFs’ improve-
ment potential. Other research works are performed in the Mobile Edge Computing 
(MEC)–NFV environment to reduce costs and enhance the availability of network 
services in [11, 12]. These studies protect unreliability VNFs on the basis of con-
sidering software or hardware failures separately and ignore the impact of the reli-
ability of physical hardware on SFCs’ reliability when multiple VNFs are deployed 
on the same server, resulting in inaccurate reliability estimates. A backup-enabled 
embedding problem in NFV is investigated to minimize the resource consumption 
for large-scale edge computing in [13]. The obtained solution can meet the avail-
ability requirements of service chains based on considering the availability of both 
VNFs and edge servers, but it may not ensure service chains’ availability when 
an edge server goes down. Li et al. focus on reliable VNF service provisioning in 
MEC by deploying redundant VNF instances to meet the reliability requirements 
of mobile users in [15]. A similar study is investigated in [14]. In the proposed 
schemes, the authors consider both reliability of VNFs and the cloudlet at which the 
VNFs instances are located, however, they assume that each mobile user requests 
only one VNF instance service per request while NFV services consist of several 
VNFs in our problem. Sang et al. propose a scheme to efficiently back up VNFs in 
[27]. Specifically, the proposed scheme finds for each VNF, requested in the edge, a 
suitable place in the edge and cloud layers to deploy a static backup. Since the avail-
ability of SFCs may not be guaranteed yet and it is difficult to predict future failures 
of VNFs, the paper proposes a dynamic backup scheme while balancing the load of 
each server to mitigate resource contention without assuming the failures of VNFs. 
In the paper, the authors ignore the reliability of both physical machines and VNFs, 
so it is not suitable for some network services that adequately and strictly require 
high reliability.

In summary, existing redundancy methods protect the unreliable VNFs for end-
to-end service based on optimizing the composition and mapping SFCs. However, 
there are still some problems remaining to be solved such as not being high enough 
to meet the reliability of network services; not being sufficient to apply directly to 
the edge layer because of the limitations of the edge layer resources; ignoring the 
impact of the reliability of physical hardware on SFCs’ reliability when multiple 
VNFs are deployed on the same server, resulting in inaccurate reliability estimates, 
or cannot taking over single node failures. To get over the shortcomings, in this 
paper, we first design an efficient reliability-aware embedding mechanism for both 
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original VNFs and corresponding backup VNFs based on considering both hard-
ware and software reliability. On the one hand, the proposed model ensures the tol-
erance of SFCs that can take over in case of any failure of a single node. On the 
other hand, it gets a sweet point between increasing the minimal reliability of SFCs 
overall service demands and the total deployment cost. We then formulate the VNFs 
redundancy allocation cost minimization problem. The redundancy scheme backs 
up VNFs in the edge layer to increase the reliability of SFCs to a given requirement 
on the basis of considering both hardware and software reliability, as well as VNFs’ 
resource consumption.

3  Background

3.1  Reliability Models

In this section, we present a model to estimate the reliability of a network service 
consisting of several interconnected network functions. In this model, the reliability 
of network functions is assumed to be independent. Other VNF’s reliability defini-
tions and assumptions are also given by ETSI [2].

3.1.1  Reliability of a Single Component

A complex system consists of some constituent components such as a service chain 
consisting of several VNFs in a given order. Therefore, to evaluate the reliability of 
a composite component, it is necessary to know the reliability of individual compo-
nents that make it up. We assume that each PN k has the reliability rk which can be 
estimated by mean time between failure, MTBF [2]. The reliability of a PN is inde-
pendent of other PNs or the load imposed on it. We also assume that a VNF f has the 
reliability rf  , and the reliability of all VNFs is independent. The reliability of a VNF 
is also assumed that it is not affected by PN on which it is deployed. So, the reliabil-
ity of a single VNF f deployed in PN k is calculated as follows:

3.1.2  Reliability of a Composed System

A network service is commonly composed of several VNFs in a given order. The 
reliability of such SFCs is derived from the individual components that make them 
up. Therefore, they depend on how their components are combined, in a serial or 
parallel manner.

In a serial manner, the individual components are connected sequentially, so 
they are required to be available at the same time to provide services for an SFC. 
There are two cases of placing VNFs on PNs in a series. In the first case, as 
shown in Fig.  1a each VNF is located on a different PN. And the second case, 
both VNFs are located on the same PN as shown in Fig.  1b. To process data 

(1)RVNF = rf ⋅ rk.
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traffic from services using all required functions as given in the SFC, both VNF1 
and VNF2 need to be available simultaneously. Therefore, the reliability of these 
SFC requests in a sequence is:

In the second way, as shown in Fig.  2, the individual components are con-
nected in a parallel manner. If both VNF11 and VNF12 provide the same function 
and these VNFs are placed on the same PN as shown in Fig. 2a, the requested ser-
vice is available when at least one of these VNFs is operable. Thus, the reliability 
of this SFC request can be estimated as follows:

(2)RSFC =
∏

i∈{1,2}

(rki ⋅ rfi ),

(3)RSFC =rk
∏

i∈{1,2}

(rfi ).

Fig. 1  VNFs in serial ways

Fig. 2  VNFs in parallel ways
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In the other case, as shown in Fig. 2b, the reliability of a subcomponent consisting 
of two parallel sub-network chains is calculated as follows:

3.2  Motivation

To motivate our work, we illustrate an example of how to improve the reliability of 
a network service by using the location of both original VNFs and their correspond-
ing backups. In our example, we consider an SFC consisting of two VNFs. These 
VNFs are deployed at the same PN, and they have the same reliability parameter 
rf1 = rf2 = 0.9 . The PN has a reliability parameter rk = 0.8. The requested reliabil-
ity of this SFC is 0.9. Without any backup, the SFC has the reliability rSFC = 0.648 
(Fig. 3a). In the first case (Fig. 3b), we back up two VNFs at two different PNs. Both 
the backup nodes and the backup VNFs copies have a reliability of 0.9. As a result, 
the reliability of SFC increases from 0.648 to 0.896. The reliability obtained after 
redundancy deployment is still smaller than the required reliability. Therefore, it is 
necessary to deploy additional backups. In the second case (Fig.  3c), we back up 
two VNFs at the same redundant PN. The reliability of both the backup node and 
the backup copies of VNFs is set to 0.9. Here, the reliability of the SFC increases 
from 0.648 to 0.93. So, there is no need for extra backups in the second case. Hence, 

(4)RSFC = rk1 ⋅
(
1 − (1 − rf11 ) ⋅ (1 − rf12 )

)
.

(5)RSFC = 1 −
∏

i∈{1,2}

(
1 − rki ⋅

∏
j∈{1,2}

rfij

)
.

Fig. 3  Example of backup allocation strategies
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taking into account both the reliability of VNFs and physical hosts helps to accu-
rately estimate the reliability of network service chains and avoid unnecessary 
resource consumption.

As we see in the discussed example, the reliability of an SFC can be improved 
through the proper placement of the original VNFs and the backup copies of VNFs 
at the PNs.

4  System Description

In this section, we introduce an NIoT system composing of two computing layers: 
an IoT layer and an edge layer. Edge nodes are NFV infrastructure (NFVI) nodes 
deployed at the edge layer, and IoT nodes are nodes that are attached to the IoT layer. 
We present an NIoT system by a directed graph G = (V ,E) where V = VG ∪ VK is 
a set of nodes in the NIoT system, VG is a set of IoT devices, VK is a set of the edge 
nodes, and E =

{
eij|i, j ∈ V

}
 is the set of links in the NIoT system. We define ck is 

the computing capacity of an edge node k. Let F denote a set of service functions 
deployed at the edge layer.

In an NIoT system, data are collected from end nodes to IoT gateways. Depending 
on services requested from customers, the data traffic then is routed to the edge layer. 
We first consider an efficient reliability-aware placement problem for original VNFs 
and their corresponding backup VNFs in order to ensure the tolerance of SFCs to 
edge node failures. For more details, we deploy a backup copy (called full-backup 
VNFs) for each original VNF (called primary VNFs) in the edge layer to enhance 
the reliability of SFCs. Then, we optimize the location of primary VNFs and their 
backups for multiple purposes simultaneously including minimizing the deployment 
costs and increasing the minimal reliability of SFCs overall service requests with the 
limitations of resources in the edge layer. Next, we consider a reliability guarantee 
problem to minimize the total costs of VNFs redundant deployment while maintain-
ing all reliability requirements and resource constraints in the edge layer. For these 
problems, we do not consider cases that some VNFs of an SFC are backed up at one 
node and others are backed up at other nodes at the edge layer. The reason is that 
placing the VNFs of an SFC at different nodes adds both more switchover time to 
end-to-end delay and extra traffic to the network.

In the optimization problems, in the edge layer, we assume that a VNF f has reli-
ability r1f  and a PN k is associated with reliability r2k . Next, we assume that the reli-
ability of all VNFs is independent and it is not affected by PN on which VNFs are 
located. We assume that a request demand dg ∈ D from an IoT gateway g is denoted 
by dg = (bg, r3g,Fg) where bg is total traffic passing through the IoT gateway g, r3g 
stands for the reliability requirement, and SFC’s Fg is a set of VNFs required by 
request demand dg in the edge layer. Let wf  be the number of computing resources 
that are required for providing function f for one unit of traffic. �k is the deployment 
unit cost of node k to provide network function for one unit of traffic. We state these 
problems as follows.

Problem 1 (primary VNFs and full-backup VNFs placement): given G = (V ,E) 
and a set of service requests D, find a mapping solution for primary VNFs and their 
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corresponding backup VNFs that ensures the survivability of SFCs from any failure 
of a single node to minimize the deployment costs and maximize the minimal reli-
ability of SFCs overall service requests with the resource limitations of the edge 
layer.

Problem 2 (reliability guarantee problem): given G = (V ,E) and a mapping solu-
tion for primary VNFs and full-backup VNFs from a set of service requests D, find 
a cost-effective solution of VNFs backup deployments in the edge layer to meet the 
high reliability requirements of SFCs while maintaining resource constraints.

5  Optimized Primary VNFs and Full‑Backup VNFs Placement Strategy

5.1  Mathematical Formulation

In this section, we present an efficient reliability-aware primary VNFs and full-
backup VNFs placement mechanism. In Table 1, we summarize important notations 
used in this paper.

To ensure the tolerance of SFCs to edge node failures, we deploy a backup copy 
of each original VNF. To simplify the optimization problem, we also assume that all 
VNFs of an SFC are located on one PN and all their corresponding backup VNFs 
are also located on another PN. Due to the resource limitations of the edge layer, 
the task is to find a mapping solution for primary VNFs and full-backup VNFs to 
minimize the deployment costs and maximize the minimal reliability of SFCs. The 
variables are as follows:

• Y = (y
g

k
∶ g ∈ VG, k ∈ VK) is an original VNFs location vector for all service 

demands where yg
k
= 1 is a binary variable that represents whether node k pro-

vides the SFC of service request dg . If node k provides the SFC of the service 
request dg , y

g

k
= 1 , otherwise yg

k
= 0.

• B = (�
g

k
∶ g ∈ VG, k ∈ VK) is a full-backup VNFs location vector for all service 

demands where �g
k
= 1 is a binary variable that represents whether the SFC of 

the service request dg is deployed a backup copy of original SFC on node k in the 
edge layer, otherwise �g

k
= 0.

Condition (6) makes sure that all primary VNFs required by service request dg are 
satisfied.

To make sure that each primary VNFs required by service request dg has one backup 
copy VNF (full-backup VNFs), we use a constraint (7) as follows:

(6)
∑
k∈VK

y
g

k
= 1, ∀g.

(7)
∑
k∈VK

�
g

k
= 1, ∀g.
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To avoid single node failures, the following constraint ensures that the primary 
VNFs and full-backup VNFs cannot be located on the same PN.

(8)�
g

k
+ y

g

k
≤ 1, ∀g ∈ VG, k ∈ VK .

Table 1  Summary of notations

Input parameters

G = (V ,E) A directed graph represents an NIoT system. V = VG ∪ VK is the set of nodes where VG is the 
set of IoT devices, and VK is the set of edge nodes in the NIoT system

D A set of request demand
F A set of network functions are provided in the edge layer
wf An amount of computing resource is required for providing function f for one unit of traffic
r1f The reliability of a VNF f
r2k The reliability of a physical node k
ck The computing capacity of a physical node k
dg A service request passing an IoT gateway g ∈ VG

bg The total traffic of a service request dg
r3g The reliability requirement of the SFC of gateway g
Fg A set of network functions are required by demand dg in the edge layer
�k The deployment cost for each resource unit at node k in the edge layer

Output variables

Y An original VNFs location vector for all service demands Y = (y
g

k
∶ g ∈ VG, k ∈ VK )

B A full-backup VNFs location vector for all service demands B = (�
g

k
∶ g ∈ VG, k ∈ VK )

y
g

k
A binary variable that represents whether node k provides the SFC of service request dg . If 

node k provides the SFC of the service request dg , y
g

k
= 1 , otherwise yg

k
= 0

�
g

k
A binary variable that represents whether an SFC of service request dg is deployed a backup 

copy of original SFC on node k in the edge layer, otherwise �g
k
= 0

�
g

of
The number of backup copies of original VNF f of the SFC of service request dg

�
g

bf
The number of backup copies of the full-backup VNF f of the SFC of service request dg

Others

ak The total resources are required to deploy primary VNFs and full-backup VNFs on PN k
Rg The reliability of service request dg
Rog The reliability of the original SFC of service request dg
Rbg The reliability of the backup SFC of service request dg
R The minimal reliability of all SFCs

Ψk The total resources are required to deploy extra backup copies for the original VNFs and 
full-backup VNFs on PN k

Q A continuous variable is used in Algorithm 1 to represent temperature
Q0 A parameter represents initial temperature
L A parameter represents the times of the inner while-end loop



 Journal of Network and Systems Management           (2023) 31:18 

1 3

   18  Page 12 of 31

The capacity requirements to deploy all network functions at a node should not vio-
late the available resource capacity of that node, which can be expressed mathemati-
cally as follows:

We use Rg to represent the reliability of service request dg passing through IoT gate-
way g. As our above assumptions, each service request from gateway g has an orig-
inal SFC consisting of primary VNFs and a backup SFC that is chained up of a 
sequence of full-backup VNFs. Hence, the reliability of service request dg is calcu-
lated as follows:

where Rog denotes the reliability of the original SFC, and Rbg denotes the reliability 
of the backup SFC of service request dg . Rog and Rbg are calculated according to for-
mulations (12) and (13) as follows:

The reliability of SFCs is estimated according to Eq. (11), which leads to some of 
quadratic constraints in this model because of the multiplication of binary variables. 
Hence, we use a binary variable zg

ij
= y

g

i
⋅ �

g

j
 to convert (11) into a linear equation:

Now, the relationship between zg
ij
 , yg

i
 and �g

j
 becomes:

(9)ak =
�
g

⎛
⎜⎜⎝
�
y
g

k
+ �

g

k

�
⋅ bg ⋅

�
f∈Fg

wf

⎞
⎟⎟⎠
,

(10)ak ≤ ck, ∀k ∈ VK .

(11)Rg = 1 − (1 − Rog)(1 − Rbg) = Rog + Rbg − Rog ⋅ Rbg,

(12)Rog =
∑
k∈VK

(
y
g

k
⋅ r2k

)
⋅

∏
f∈Fg

r1f , ∀g ∈ VG,

(13)Rbg =
∑
k∈VK

(
�
g

k
⋅ r2k

)
⋅

∏
f∈Fg

r1f , ∀g ∈ VG.

(14)Rg = Rog + Rbg −
∑
i,j∈VK

(
z
g

ij
⋅ r2i ⋅ r2j

)
⋅

∏
f∈Fg

r2
1f
, ∀g ∈ VG.

(15)z
g

ij
≤ y

g

i
,

(16)z
g

ij
≤ �

g

j
,

(17)z
g

ij
≥ 0,

(18)z
g

ij
≥ y

g

i
+ �

g

j
− 1, ∀i, j ∈ VK , g ∈ VG.
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Our objective is to find the optimal solution that minimizes the deployment costs 
and maximizes the minimal reliability of all SFCs. The objective function of the 
problem is as follows:

where

and

In detail, the first term of the expression (19) represents the aim of maximizing the 
minimal reliability of overall SFCs. The second term implies the aim of minimizing 
the total deployment costs. For more details, the numerator of C̄ is the total cost to 
deploy all primary VNFs and full-backup VNFs in the edge layer. The denominator 
of C̄ evaluates the largest possible value of the total costs to deploy all primary 
VNFs and full-backup VNFs in the edge layer. It is the product of two factors 
2 ⋅

∑
g

�
bg ⋅

∑
f∈Fg

wf

�
 and maxk∈VK

(�k) . The first factor is the total computing 
resources required to deploy both original and full-backup VNFs for processing the 
total traffic in the network. In this equation, we have factor 2 because each demand 
requests 

∑
g

�
bg ⋅

∑
f∈Fg

wf

�
 units of computing resources to deploy its original 

VNFs and the same number of resources to deploy their full-backup VNFs. The sec-
ond one is the largest value of the deployment cost for a resource unit at edge nodes. 
Therefore, with the negative sign, the second term of the objective function expres-
sion represents the aim of minimizing the total deployment costs. Last, � , � are the 
model parameters representing weights to control the importance of the minimal 
reliability of SFCs overall service requests and the total deployment cost, 
respectively.

5.2  Approximation Algorithms

In the previous section, we propose a MILP model to find the optimal solution of the 
joint placement problem of original VNFs and full-backup VNFs in an NIoT system. 
However, the MILP solvers often fail to solve a large model with hundreds of ser-
vice requests and edge servers. Hence, in this section, we propose an approximation 
algorithm for a large-scale NIoT system (presented in Algorithm 1) to minimize the 
total deployment costs for reliability-aware primary VNFs and full-backup VNFs 
placement problem.

The primary concept of the algorithm approach is on the basis of the Simu-
lated Annealing (SA) with the development of the neighborhood selection where 
the solution represents the optimal placement solution of primary VNFs and their 

(19)max
(
𝛼 ⋅ R̄ − 𝛿 ⋅ C̄

)
,

(20)R̄ ≤ Rg, ∀g ∈ VG,

(21)C̄ =

∑
k∈VK

ak ⋅ 𝜁k

2 ⋅
∑

g

�
bg ⋅

∑
f∈Fg

wf

�
⋅maxk∈VK

(𝜁k)
.
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corresponding backup VNFs in the system. SA is a heuristic approach to find the 
global optimum for the optimization problem in a set of possible solutions that may 
contain some local optimums. To overcome local optimal solutions, it may move to 
a worse scenario with a certain probability. In that way, this algorithm simply and 
effectively escapes from local optimums.

At first, the algorithm uses GREEDY function (presented in Algorithm 2) to find 
a feasible placement solution for primary VNFs and their corresponding backups. 
The algorithm then finds the optimal solution by two loops underlying the neighbor-
hood selection scheme. Specifically, for two loops, we use Q0 (line 4) and L (line 7) 
as two parameters to set up the initial temperature and the times of the inner while-
end loop, respectively. The algorithm uses NeighborGeneration function (presented 
in Algorithm 3) to generate a new neighborhood (line 8). Next, based on the new 
neighborhood, the algorithm estimates the objective function O′ according to Eq. 
(19). Lines 11 and 12 present that the new obtained solution is better than the cur-
rent one if and only if the value of the objective function O′ is not worse and the 
number of backed up SFCs N do not decrease. The optimization process updates the 
current solution in the next loop by the neighborhood solution if it is better or with 
probability e−ΔO∕Q to overcome a local optimum. Finally, the algorithm achieves the 
optimal primary and full-backup SFC embedding solution.
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Algorithm 1 The reliability-aware primary VNFs and full-backup VNFs
embedding approximate algorithm
Input: G, D, Q0, L
Output:
The optimal solution for primary and full backup placement scheme Y,B

1: (Y,B) ← GREEDY(G,D)

2: (N,O) ← CACULATE(Y,B)
3: Nbest ← N,Obest ← O
4: Q ← Qo

5: while Q > 1 do
6: i ← 0
7: while i < L do
8:

(
Y

′
, B

′
)
← NEIGHBORGENERATION(Y,B)

9:

(
N

′
, O

′
)
← CACULATE

(
Y

′
, B

′
)

10: ∆N ← N
′ −N , ∆O ← O

′ −O,
11: if ∆N ≥ 0 and ∆O ≥ 0 then
12: (Y,B) ←

(
Y

′
, B

′
)

13: if O
′
> Obest then

14: Nbest ← N
′
, Obest ← O

′

15: end if
16: else
17: if random(0,1) < e−∆O/Q then

18: (Y,B) ←
(
Y

′
, B

′
)

19: end if
20: end if
21: i ← i+ 1
22: end while
23: Q ← ReduceTemperature(Q)
24: end while
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Algorithm 2 The greedy procedure for the reliability-aware primary VNFs
embedding mechanism
Input: G, D
Output: the primary and full backup placement scheme Y , B
1: function GREEDY(G,D)
2: Sort the traffic requests in set of request D with respect to the

requested reliability of SFCs and the total traffic value in descending order
3: V

′

K ←Sort VK with respect to the r2k in descending order and ζk in
ascending order

4: for dg ∈ D do
5: ṼK ← V

′

K

6: do
7: k ← the first node of ṼK

8: ṼK ← ṼK\k

9: if

(
ak + bg.

∑
f∈Fg

wf

)
≤ ck then

10: ygk = 1
11: ak ← ak + bg.

∑
f∈Fg

wf

12: end if
13: while

∑
k∈VK

ygk = 0 and ṼK �= ∅

14: end for
15: for dg ∈ D do
16: ṼK ← V

′

K

17: do
18: k ← the first node of ṼK

19: ṼK ← ṼK\k

20: if

(
ak + bg.

∑
f∈Fg

wf

)
≤ ck and ygk �= 1 then

21: βg
k = 1

22: ak ← ak + bg.
∑

f∈Fg

wf

23: end if
24: while

∑
k∈VK

βg
k = 0 and ṼK �= ∅

25: end for
26: end function
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Algorithm 3 Algorithm for neighborhood generation of the reliability-aware
primary VNFs embedding mechanism

1: function NeighborGeneration(Y ,B)
2: ε ← a random number in (0,1)
3: g

′ ← a random number in [1,| VG |]
4: k

′ ← a random number in [1,| VK |]
5: if ε < η then

6: if yg
′

k′ �= 1 and

(
ak′ + bg′ .

∑
f∈Fg′

wf

)
≤ ck′ then

7: β
′g′

k′ ← 1
8: β

′g′

k ← 0, ∀k �= k
′

9: y
′g
k ← ygk

10:

11: end if
12: else

13: if βg′

k′ �= 1 and

(
ak′ + bg′ .

∑
f∈Fg′

wf

)
≤ ck′ then

14: y
′g′

k′ ← 1
15: y

′g′

k ← 0,∀k �= k
′

16: β
′g
k ← βg

k

17:

18: end if
19: end if
20: return

(
Y

′
, B

′
)

21: end function

The GREEDY function is designed to find a feasible solution for primary VNFs 
and full-backup VNFs placement with some of the following purposes. For the first 
purpose, all original VNFs and their corresponding backup VNFs of the GREEDY 
solution are placed in different servers against any failure of a single node. The sec-
ond one is that the minimal reliability of SFCs overall service requests is as large as 
possible. The main idea of the algorithm is to map SFCs with the largest reliability 
requirement for highly reliable edge servers. The details of the GREEDY function 
are presented in Algorithm  2. First, all service requests from gateways are sorted 
with respect to their reliability requirements and the amount of their traffic volume 
in descending order (line 2). Next, all edge servers are sorted firstly in descending 
manner according to their reliability and secondly in ascending order with respect 
to their deployment unit cost (line 3). The set of edge servers after sorting is called 
V ′
K

 . Then, with each SFC the algorithm finds a proper edge node to deploy original 
VNFs of that SFC (lines 4 to 14) and another node for their corresponding backup 
deployment (lines 15 to 25). In detail, the algorithm finds the first node of V ′

K
 which 

has enough resources to deploy all VNFs of an SFC (the consideration is presented 
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at line 9 for original VNFs and line 20 for backup instances). In the if statement at 
line 20, the second conditional expression ensures that the node holding original 
VNFs of an SFC does not deploy the corresponding backup VNFs instances accord-
ing to the reliability requirement in case of hardware failures.

The details of the NeighborGeneration function for neighborhood generation 
of primary VNFs and full-backup VNFs placement are presented in Algorithm 3. 
Based on a feasible solution, the NeighborGeneration function generates another 
one with some following steps. For the first step, � gets its value as a random number 
uniformly distributed between 0 and 1. Then, the algorithm also randomly chooses 
a gateway g′ (line 2) and an edge node k′ (line 3). Next step, all full-backup VNFs 
instances of SFC from gateway g′ are considered to move to edge node k′ if 𝜖 < 𝜂 
(lines 5 to 11), where � is a given parameter with its value on the interval (0, 1). Oth-
erwise, all original VNFs instances of SFC from gateway g′ are considered to move 
to edge node k′ (lines 12 to 19). A new feasible solution is created only if node k′ has 
enough available resources to deploy VNFs of SFC from gateway g′ and node k′ is 
not holding either original VNFs instances (line 6) or full-backup VNFs instances 
(line 13).

After all of the primary VNFs and backup VNFs are deployed, these service 
requests are protected from the failures of a single node in the edge layer, however, 
the reliability of SFCs may not meet each request’s reliability requirements. There-
fore, we propose a redundancy allocation scheme to improve the reliability of SFCs 
to meet high reliability requirement of each request in the next section.

6  Optimized VNF Redundancy Allocation Strategy

In this section, we define a VNF redundancy allocation cost minimization problem 
to achieve the high requested reliability of SFCs based on considering both hard-
ware and software failures, and VNFs’ resource consumptions. We first give out the 
mathematical formulation of the problem. We then propose an algorithm to find a 
feasible solution of the redundancy problem.

6.1  Mathematical Formulation

Section 5 presents an approach for the joint placement optimization problem of pri-
mary VNFs and full-backup VNFs in the edge layer of NIoT systems. The found 
solutions allow against any failure of a single edge node and enhance the reliabil-
ity of each service demand. However, the obtained reliability of SFCs is normally 
not enough to meet their request, so more VNFs redundancy deployments are thus 
required. With the found solutions, we have a set of VNFs with different reliability 
and each of them has one backup instance. The original VNFs and their full-backup 
are deployed at edge nodes with different reliability. The next question is which VNF 
instances are more effective-cost to deploy backups. We now present a mathematical 
formulation model to achieve the optimal solution for the VNFs backup deployment. 



1 3

Journal of Network and Systems Management           (2023) 31:18  Page 19 of 31    18 

The goal is to enhance the reliability of each service demand to meet their request 
with the least amount of costs for redundant deployment.

We assume that bg is the total traffic of service request dg passing IoT gateway g 
in VG : dg = (bg, r3g,Fg) where the SFC of Fg consisting of requested VNFs deployed 
in the network. We further assume that any single VNF failure will break down the 
whole service. We also assume that all the backup nodes and backup VNF copies 
have the same value of reliability with their corresponding original instances. Let ȳgv 
and 𝛽gv  represent whether node v ∈ VK provides resources for the primary SFC and 
backup copy SFC of service request dg . They are also extracted from solutions of 
the reliability-aware primary VNFs and full-backup VNFs placement problem that 
is aforementioned. They are also extracted from solutions of the reliability-aware 
primary VNFs and full-backup VNFs placement problem that is aforementioned. 
The obtained reliability of SFCs may not meet their request, so more backup VNFs 
are thus required besides the primary VNFs and full-backup VNFs. We will deploy 
parallel several extra backup copies in the same PN for both primary VNFs and full-
backup VNFs. The variables are as follows:

• �
g

of
 is the number of backup copies for primary function f from the SFC of ser-

vice request dg.
• �

g

bf
 is the number of backup copies for full-backup function f of the SFC of ser-

vice request dg.

The condition is given by:

We use Ψk to denote the amount of resource consumption for deploying backups on 
an edge node k. The formulation is as follows:

Our objective is to find the solution that minimizes the backup costs so that the 
objective function is formulated as follows:

where �k is the deployment cost for each resource unit at node k in the edge layer.
Since primary VNFs and their full-backup instances are running, which con-

sumes the amount of resource ak according to Eq. (9), we formulate a constraint 
(26) to ensure that the overall resources of VNFs at a node k cannot exceed the total 
computing resources of that node ck.

(22)�
g

of
≥ 0, ∀g ∈ VG, f ∈ Fg,

(23)�
g

bf
≥ 0, ∀g ∈ VG, f ∈ Fg.

(24)Ψk =
�
g

bg ⋅

⎛⎜⎜⎝
𝛽
g

k
⋅

�
f∈Fg

𝛾
g

bf
⋅ wf+ȳ

g

k
⋅

�
f∈Fg

𝛾
g

of
⋅ wf

⎞⎟⎟⎠
.

(25)min
∑
k

(
�k ⋅Ψk

)
,
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In an NFV environment, an SFC is considered to be available at a given time if all 
the requested functions can function normally. In this problem, we deploy �g

of
 backup 

copies for primary function f of the SFC of service request dg . So that, the particular 
reliability for the original SFC is calculated, concerning only the reliability of soft-
ware as Eq. (28). Similarly, each full-backup instance of function f of the SFC of 
service request dg is deployed �g

bf
 backup copies, and the particular reliability for the 

backup SFC is calculated, concerning only the reliability of software as Eq. (29). 
The original SFC and its corresponding backup SFC are held at edge nodes with dif-
ferent reliability [ 

∑
k∈VK

(�
g

k
⋅ r2k) and 

∑
k∈VK

(y
g

k
⋅ r2k) , respectively]. Therefore, the 

end-to-end reliability of service requests dg is calculated based on the particular reli-
ability of the original SFC, the backup SFC, and corresponding server nodes. Then, 
the end-to-end reliability of service requests dg after redundancy can be obtained as:

where

and

An SFC request is considered blocked if it cannot map any VNF or its reliabil-
ity cannot meet the client’s request. Therefore, we need to back up some VNFs to 
achieve SFC reliability requirements. The constraint is as follows:

6.2  Algorithms

In the previous section, we present a mathematical formulation to find the optimal 
solution of the redundancy problem in an NIoT system. We now present an algo-
rithm (presented in Algorithm 4) to find a feasible solution for the problem.

The primary idea of the algorithm is based on an effective-cost VNFs selection 
scheme to deploy VNFs backup copies. In the beginning, the algorithm will loop over 
all service requests. If the reliability of an SFC meets its reliability requirement, then 
backups are not required (lines 3 and 4). Otherwise, the algorithm estimates the poten-
tial of VNFs of SFCs including a primary SFC and a full-backup SFC of that service 
requests as presented in lines 6 to 10. Next, all VNFs of that service request are sorted 

(26)Ψk ≤ ck − ak, ∀k ∈ VK .

(27)R�
g
= 1 −

(
1 −

∑
k∈VK

(
�
g

k
⋅ r2k ⋅Ω

g

b

))(
1 −

∑
k∈VK

(
y
g

k
⋅ r2k ⋅Ω

g
o

))
,

(28)Ωg
o
=

∏
f∈Fg

(
1 − (1 − r1f )

�
g

of
+1
)
,

(29)Ω
g

b
=

∏
f∈Fg

(
1 − (1 − r1f )

�
g

bf
+1
)
.

(30)Rg
�
≥ r3g, ∀g.
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according to their fitness in a descending manner. Line 12 implies that the algorithm 
will circularly choose VNFs to deploy a VNF backup copy. A VNF backup instance 
deployment will be performed if it is enough resources at the edge node for the imple-
mentation of that VNF. By that way, the reliability of that SFC improves. The loop of 
backup VNFs deployment will stop until the reliability of an SFC meets its reliability 
requirement.

Algorithm 4 The reliability requirement guaranteeing procedure
Input: G, D, the primary and full-backup placement scheme
Output: The additional redundancy plan for VNFs
1: for dg ∈ D do
2: Calculate R

′

g according to Eq.(11)
3: if R

′

g ≥ r3g then
4: Redundant backup is not required
5: else
6: for f ∈ Fg do
7: γg

of ← 0, γg
bf ← 0

8: CRMof ← CRMf(ȳ
g
k)

9: CRMbf ← CRMf(β
g

k)
10: end for
11: Sort the VNFs of the primary and backup SFC with respect to

appropriate CRMf value in ascending order
12: Start assigning backups VNFs in the sorted VNFs list from the least

CRMf value to the highest CRMf value in a circular manner
13: do
14: γg

of ← γg
of + 1 if f is a VNF of primary SFC

15: γg
bf ← γg

bf + 1 if f is a VNF of backup SFC
16: Recalculate R

′

g according to Eq.(27)
17: while R

′

g < r3g and Ψk ≤ ck − ak,∀k ∈ VK

18: end if
19: end for

We now present in more detail the proper VNFs selection scheme to deploy backup 
instances to minimize redundancy costs. The VNFs selection scheme considers both 
deployment cost for backing up VNFs and the reliability of VNFs and PNs. In detail, 
we propose the Cost–Reliability Relative Measure (CRM) measure to evaluate the 
potential of VNFs for redundant deployment to increase the reliability of SFCs with 
maximum cost-efficiency. We define the CRM value of a VNF f to evaluate the poten-
tial of VNFs as follows:

(31)CRMf

�
�
g

k

�
=

r1f ⋅ wf ⋅
∑

k∈VK
�
g

k
⋅ �k∑

k∈VK
�
g

k
⋅ r2k

,
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where �g
k
 is a parameter that indicates whether node k provides function f for service 

request from gateway dg . The numerator of formulation (31) implies that we prefer 
to choose which VNF with smaller reliability and cheaper resource consumption. As 
assumption at Sect. 5, each service request from gateway g has an original SFC that 
chained up of a sequence of requested VNFs (primary VNFs) besides a backup SFC 
that consisted of full-backup VNFs. Primary VNFs and their corresponding backups 
are deployed at different edge nodes with different reliability and deployment costs. 
Therefore, the denominator of formulation (31) presents that which VNF deployed 
at a more reliable node is prioritized for backing up.

7  Evaluation

In this section, we present an assessment of our optimization model and proposed 
algorithms for the joint optimization placement problem of primary VNFs and full-
backup VNFs and the VNF redundancy allocation cost minimization problem in the 
Edge Computing. We start with a summary of various evaluation scenarios, and sev-
eral parameter settings for the experiments. We then evaluate the performance of our 
proposed solutions. For the joint optimization placement problem of primary VNFs 
and full-backup VNFs, we evaluate the performance of our proposed solutions in 
terms of several major performance metrics, including (1) the total of deployment 
costs that composed of deployment costs for primary VNFs and redundancy costs 
for their corresponding backup VNFs; (2) the minimal reliability of SFCs overall 
service requests; (3) the number of accepted request demands; and (4) the execution 
time. For the VNF redundancy allocation cost minimization problem, we evaluate 
the effectiveness of our proposed mechanism to choose proper VNFs for backing up.

7.1  Simulation Setup

Throughout this experiment evaluations, we consider three network instances as 
represented in Table 2, namely: small, medium, and large networks. In detail, the 
small network is composed of 20 servers in the edge layer and supports 30 service 
requests. The medium network is composed of 40 edge servers supporting 10 to 150 
service requests. The large network is composed of 100 servers in the edge layer 
serving 50 to 650 request demands. Edge servers are randomly connected to several 
other edge nodes and IoT nodes are connected to several edge servers randomly too. 
For example, the network topology of a smaller network consisting of 5 edge servers 

Table 2  Scenarios

Scenarios Number of edge 
servers

Max number of 
VNFs

Min number of ser-
vice requests

Max number of 
service requests

Small network 20 6 5 30
Medium network 40 6 10 150
Large network 100 6 50 650
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and 5 IoT nodes is presented in Fig. 4. Each PN in the edge layer has a capacity of 
100,000 units that offer different resources (such as CPU, memory, etc.) to instanti-
ate VNFs and process data. The unit cost to process a data traffic unit at a server in 
the edge layer is uniformly distributed from 1 to 5. In addition, their reliability is set 
in a uniformly distributed manner from 0.9 to 0.96.

Traffic data of each service request needs to be processed with a set of network 
functions represented by an SFC that is randomly chained up by 1 to 6 VNFs in the 
edge layer. The computing resource that is required to instantiate VNFs for process-
ing one data traffic unit is randomly generated from 1 to 5. The reliability of a VNF 
is randomly generated from 0.95 to 0.99.

The total data traffic that needs to be processed of a service request is a random 
number uniformly distributed from 100 to 1000. The reliability requirement of each 
SFC request is generated randomly in uniform distributed between 0.9 and 0.999. 
In the reliability-aware mechanism, we choose � = 80 and � = 1 as we give higher 
priority for increasing the minimal reliability overall SFCs.

We carried out the evaluation in an X64-based PC with a two-core 2.6 GHz Intel 
Core i7-6600 processor and 16 GB memory. Performance evaluations of our pro-
posed solution are performed in terms of the aforementioned major metrics. All 
numerical results are computed as the average value in 50 runs. With a confidence 
level is 95%, confidence intervals are very small to be worth adding to the figures. 
For specifically, confidence intervals are approximately 10−6 with minimal reliability 
and from 3000 to 10,000 with the total deployment costs.

7.2  Performance Evaluation of Reliability‑Aware Primary VNFs and Full‑Backup 
VNFs Embedding Mechanism

In this section, we assess the efficiency of our proposed solutions for the reliability-
aware placement problem of primary VNFs and their corresponding backup VNFs.

We first analyze the efficiency of our approach in comparing the results produced 
by the Simulated Annealing inspired heuristic algorithm (called SAN) and that of 
a greedy algorithm (called GREEDY in Algorithm  2) with both the medium and 
large networks. The evaluation results show that SAN outperforms GREEDY in 
terms of two metrics including the total of deployment costs, the minimal reliabil-
ity of overall request demands while ensuring the same number of accepted request 
demands. It can be seen from Figs. 5 and 6 that the total deployment costs obtained 
by SAN are much smaller than that of GREEDY. Specifically, Fig. 5b shows that 

Fig. 4  A network topology 
example of a smaller network 
consisting of 5 edge servers 
and 5 IoT nodes with randomly 
generated links between edge 
nodes and edge nodes, or edge 
nodes and IoT nodes
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Fig. 5  Comparison between the SAN approximate solution and the GREEDY algorithm for the reliabil-
ity-aware primary VNFs and full-backup VNFs embedding mechanism with the medium network

Fig. 6  Comparison between the SAN approximate solution and the GREEDY algorithm for the reliabil-
ity-aware primary VNFs and full-backup VNFs embedding mechanism with the large network
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SAN can save approximately from 18 to 30% of the total deployment cost in com-
parison with GREEDY for the medium network. In addition, with the large network, 
SAN requires less approximately from 15 to 37% of the total deployment cost than 
GREEDY as depicted in Fig. 6b.

To figure out the efficiency of our approach in the case of very limited edge 
resources, we perform an experiment with the reduction of the capacity of each edge 
node from 100,000 to 40,000 units in the medium network. That means that for a 
large number of service requests both GREEDY and SAN may not be able to satisfy 
all demands as presented in Fig. 7c. It can be seen from Fig. 7b that the total deploy-
ment costs obtained by SAN are much smaller than that of GREEDY when support-
ing the same number of service requests. However, this gap tends to be narrow when 
the number of service requests increases. The reason is that the resources in the edge 
layer are not enough to support all the required services, so it is difficult to find a 
more efficient solution.

We then compare the results obtained by SAN and the optimal results produced 
by CPLEX (called CPLEX) to solve the MILP models [28] for evaluating the per-
formance of our proposed algorithms with the small network. As shown in Fig. 8, 
the experiment results show that SAN is effective to find an approximate solution 

Fig. 7  Comparison between the SAN approximate solution and the GREEDY algorithm for the reliabil-
ity-aware primary VNFs and full-backup VNFs embedding mechanism with the reconfigured medium 
network that has the reduction of the computing capacity of edge nodes
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for the reliability-aware primary VNFs and full-backup placement problem. Specifi-
cally, SAN can satisfy all service demands in order to support full backup against a 
single error at nodes as same as the optimal solution. In addition, it can be seen from 
Fig. 8a, b that the minimal reliability overall service demands and the total deploy-
ment cost obtained by SAN are very close to the optimal solution. Moreover, SAN 
outperforms CPLEX in computational time as depicted in Fig. 8d.

To summarize, our proposed algorithm is effective in minimizing deployment 
costs while guaranteeing the minimal reliability of all request demands for the relia-
bility-aware primary VNFs and full-backup VNFs placement problem.

7.3  Performance Evaluation of the VNF Redundancy Allocation Cost Minimization 
Problem

In the performance evaluation of our proposed solution for the VNF redundancy 
allocation problem, we compare the experimental results that are obtained by 
three VNFs selection schemes, including CRM, RELVNF, and RELVNF-Node. 
These VNFs selection schemes are used to select which more proper VNFs to 
deploy their backup copies in Algorithm 4. For specifically, CRM uses Eq. (31) 
for selecting a proper VNF as presented in Algorithm 4. The RELVNF scheme 
is based on the idea of GREP [6] that prefers to select less reliable VNFs to per-
form backups. To implement RELVNF, we use Algorithm  4 by removing lines 
8–9 and replacing the CRMf  value with the VNF reliability r1f  in lines 11–12. 

Fig. 8  Comparison between the optimal solution and approximate solution for the reliability-aware pri-
mary VNFs and full-backup VNFs embedding mechanism with the small network
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For the RELVNF-Node scheme, we also use Algorithm 4 by removing lines 8–9 
and replacing the CRMf  value in lines 11–12 with the multiplication of the VNF 
reliability r1f  and the reliability r2k of PN on which this VNF is implemented. 
To figure out the effectiveness of the VNF redundancy algorithm under different 
VNFs selection schemes we compare their backup costs and the ratio of accepted 
demands, respectively. An SFC request is accepted if and only if the value of its 
achieved reliability is equal or greater than its requested reliability value.

As can be seen in Figs. 9 and 10, CRM outperforms RELVNF and RELVNF-
Node in both the backup cost and ratio of accepted demands with both the 
medium network and large network. Specifically, Fig. 9a shows that the backup 
cost of our algorithm using CRM is the smallest in three of VNFs selection 
schemes with the medium network. For more details, CRM can save from 15 to 
50% in terms of backup cost compared to RELVNF-Node and from 16 to 40% in 
compared to RELVNF. Moreover, with a smaller backup cost, CRM still obtains 
a larger number of service requests that are backed up to meet high requested reli-
ability in comparison to RELVNF and RELVNF-Node as shown in Fig. 9b. With 
the large network, Fig. 10b depicts that CRM is better a little bit than RELVNF 
and RELVNF-Node in terms of the ratio of accepted demands. In Fig. 9a, we can 

Fig. 9  Comparison of the efficiencies of different mechanisms to choose VNFs for backing up with the 
medium network

Fig. 10  Comparison of the efficiencies of different mechanisms to choose VNFs for backing up with the 
large network
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observe that CRM almost requires less cost for VNFs backup deployment than 
other VNFs selection schemes, however, it is not true in some cases involving 
a large number of service demands. It is understandable because improving the 
reliability of SFCs to meet their high requested reliability needs to deployment 
more VNFs backups. Much more VNFs backups lead to more resource consump-
tions and more backup costs.

Specially, we can observe that there are two peaks in backup costs over the vary-
ing service demands as presented in Fig. 10a. It can be explainable because of the 
following reason. In this paper, we study a reliability optimization method for given 
reliability requirements of SFCs. The method is in two steps: the first step finds 
a map for primary VNFs and their backup VNFs to PNs, and the following step 
adds more redundant VNFs to meet the requests to the SFCs. In this case, Figs. 9a 
and 10a only compares the cost of implementing additional redundancy in step 2 
to achieve the reliability requirements of each SFCs. Here we want to compare the 
effectiveness of three VNFs selection strategies for implementing extra redundancy, 
so the comparison takes place for each number of service requests (each point). In 
Fig. 10a, when comparing different points (different numbers of service requests), 
the cost of redundancy deployment is higher while handling a smaller number of 
service requests at some points, for example at points of 150, 200 requests, and 300, 
600 service requests. There are two possible reasons. First, with the same number 
of resources in the network, the number of resources used to deploy primary VNFs 
and backup VNFs in step 1 increases in proportion to the number of service requests 
(Figs. 5b, 6b). That leads to a diminishing number of resources available to deploy 
additional redundancy in step 2. Therefore, in some cases there will not be enough 
resources to deploy additional redundancy, resulting in only a few SFCs being pro-
visioned to meet the given reliability requirements. In these cases, the acceptance 
rate of service requests will be low and the cost of redundancy implementation will 
be low as seen in Fig.  10b for service request numbers of 250 or more. Second, 
because of the different number of service requests, the solution of the main VNFs 
deployment location and the full-backup in step 1 is very different, so it is difficult to 
compare the additional backup deployment cost between the points with the differ-
ent number of service requests. For example, at the point of 400 service requests, it 
is possible that in step 1, many services have not met the requirements for reliability, 
so it is necessary to deploy many additional backups, leading to high deployment 
costs.

To sum up, the approach considering both resource consumption of VNFs imple-
mentations and the reliability of PNs and VNFs themselves is an effective approach 
to minimizing the total backup cost for the VNF redundancy allocation problem.

8  Conclusion

The new IoT applications and services provisioned in NFV-enabled IoT systems in 
the Edge Computing brings about new challenges for high reliability guarantees. 
Some existing redundancy schemes are proposed to improve the reliability of ser-
vices, however, they are limited to ensure adequately the survival and high reliability 
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of NFV, especially for network service deployed in the Edge Computing due to the 
limitations of edge resources. Hence, in this paper, we propose the joint optimiza-
tion placement problem of primary VNFs and their corresponding backup VNFs in 
the edge layer of an NFV-enabled IoT system in Edge Computing to avoid single 
node failures while reducing the overall costs and increasing the minimal reliability 
of SFCs overall service requests. We also propose a cost-efficient VNFs redundancy 
scheme that requires fewer backup costs while maintaining high request acceptance 
ratio. From our experiments, the proposed redundancy mechanism can reduce the 
backup cost up to 30–40% while maintaining the same ratio of the satisfied service 
requests. Our future work will investigate shared backup resources for further cost-
effective allocation. Another important direction might be the SFCs placement strat-
egies in multiple edge data-centers.
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